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EDITORIAL
BARBARA SZTOKFISZ
MARTA PRZYWAŁA 
Research Fellows of the Kosciuszko Institute 
CYBERSEC Project Managers
Chief Editors of the European Cybersecuirty Journal

We are honoured to present the next issue of the European Cybersecurity Journal. This issue is exceptional for several reasons: 
it is already the 10th publication of the ECJ (a pretty significant number!); it is the first edition published under two new Chief 
Editors, who are beginning their research adventure in the cybersecurity domain; and finally, it is the first issue of the year 
2018, which has already shown us the importance of security and privacy in the digital realm. 

The Cambridge Analytica Files have uncovered the fragility of social media structures and the need to increase users’ awareness 
of how the platforms that they connect to on a daily basis work and process their personal data. As Mark Zuckerberg stated, 
’We didn't take a broad enough view of our responsibility, and that was a big mistake’. However, the responsibility to protect 
personal data lays not only in the hands of service providers, but also, and above all, in our own hands. We strongly believe that 
the presented articles will contribute to a deeper understanding of challenges originating from the cyber realm. 

Let us start with a short interview presenting an expert opinion on the most challenging matters for cybersecurity in years to 
come. In this issue, you will also be able to read about protecting critical infrastructure from cyber attacks. From the business 
perspective, we provide insight into the current cyber trends and main recommendations related to making your company 
secure. You will find out why cyber insurance is something you should be concerned about. Finally, we will present a strategy 
of protecting large networks based on military concepts.

We give you a publication that we hope will continue to strongly encourage you to take bold measures aimed at ensuring 
a safe cyberspace. 

We wish you a pleasant reading! 
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Facing burning 
cyber issues
Interview with Uri Rosenthal 

PROFESSOR URI ROSENTHAL

is a member of the Global Commission on Stability 
of Cyberspace and Special Representative to Global 
Conference on Cyberspace.
He also holds positions of: Chairman of the Dutch Advisory 
Council for Science in Technology and Innovation Policy; 
Governor of the International Development Research 
Center in Ottawa, Canada; Chairman of the Dutch 
Supervisory Council for Veterans; Care and Adviser 
in Crisis Management Centers of Tsinghua, Beijing, and 
Nanjing Universities, China.
He was Dutch Minister of Foreign Affairs in 2010-2012 
and Member and Chairman of the Parliamentary Group 
VVD (People's Party for Freedom and Democracy) in the 
Senate in 1999-2010. 
He was professor of political science and public sector 
management at Erasmus University Rotterdam and 
Leiden University, and dean of the Netherlands School 
of Government in the Hague.

Thank you, Professor, for finding time for this interview.
Recently, you participated in the Global Internet And 
Jurisdiction Conference in Ottawa, the main topic 
of which was the management of the various national 
laws on the Internet. In light of the different legislative 
frameworks in force, we need to decide how to address 
abuses and protect human rights, but also, on the other 
hand, how to enable global digital economy. How do we 
reach policy coherence on the cross-border Internet? 
Do you think that ideas, such as the Digital Geneva 
Convention project, could be a good direction?

Uri Rosenthal: It is of the utmost importance to strike 

the good balance in upholding a free, open and secure 

Internet that allows for global economic growth and social 

development. To reach policy coherence on the cross-

border Internet, it is essential to mobilise the energy and 

capabilities of all actors involved, which means a truly 

multistakeholder approach. Thus, we should be clear 

about the complementary responsibilities of the various 

stakeholders. That would be the best way to reach the 

goals you mention in your question. In Ottawa, there was 

a legitimate concern on the part of government officials that 

their very own national laws prevent them from really doing 

what is necessary to fight cyber and cyber related crimes. 

As to the Digital Geneva Convention, the topics at hand 

are of crucial importance. Whether the Convention format 

is suitable could be a matter of further scrutiny. On the 

other hand, Geneva Conventions are inter-state agreements. 

The fact that Microsoft is bringing it up suggests some 

imbalance in the entire context of the proposal.

The United States has dominated the digital revolution. 
However, can Europe, which has taken a new approach 
focused on innovations, dominate the next wave 
of digital transformation? For instance, could the EU 
extend its normative capabilities to cyberspace and 
provide the best regulatory practices that would be 
attractive also beyond Europe? Do you see any other 
actor that can play a leading role in digital space?

I do not like the idea of domination of one over the other. 

Of course, the EU should not punch below its weight. 
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But it would be preferable for Europe to first and foremost 

look for strong and mutually enhancing connections with 

other parts of the world. Do not underestimate the win-win 

possibilities of e.g. European-Indian efforts. 

India is extraordinary in its sheer number of digital 

professionals and has a very astute strategy in converting 

high-tech into low-tech and user-friendly digital devices 

for people in the remote areas.

It would be preferable for Europe to first and 
foremost look for strong and mutually enhancing 
connections with other parts of the world.

European decision-makers emphasise that we lack 
cybersecurity experts (see the Kosciuszko Institute’s 
forecasts for cybersecurity in 2017 and 2018). How can 
we ensure that cyber protection becomes an attractive 
and viable career option for the youth? How can the 
public sector attract the best cyber experts and compete 
with international corporations?

This is a highly pertinent question. Firstly, as to our children 

and grandchildren, it all starts not with security, but with 

simple safety considerations: do not get sloppy, be aware 

of the safety and security risks in your use of the Internet 

and your iPhone. 

As to the public-private competition for cyber experts 

– it is crucial for public sector authorities to hammer home 

the point that by working in the public sector you are 

operating in the public interest and not to get rich. At the 

same time, I should emphasise that many corporations 

embrace their social responsibilities, but after all, they have 

to satisfy their shareholders, even if they pay due attention 

to other stakeholders in their environment.

You held the position of the Dutch Minister of Foreign 
Affairs and then the Special Envoy for International 
Cyber Policy. I believe you are the best person to explain 
what cyber diplomacy is, why it is important, and how 
to build the Cyber Diplomacy Toolbox. For example, 
could the international sanctions regime be extended 
to cyber sanctions?

When the so-called London Process took off, our chief 

aim was to raise the awareness of the political leaders 

and political authorities in the world for cyber which 

then, in 2011, was terra incognita for them. This went 

hand in hand with the feeling that their digital literacy was 

not always up to what you would hope for. The London 

Process has gradually developed into a multistakeholder 

process, with the special feature that political leaders 

and political authorities take an active part in it. It is just 

an example of what cyber diplomacy is all about. These 

days, cyber diplomacy is not just about seasoned diplomats 

convening in the well-known diplomatic hotspots, but 

it is also about what we call the 1.5 track and the 2.0 track: 

an active and energetic participation of all relevant players.

The Global Commission on the Stability of Cyberspace 

GCSC, chaired by Marina Kaljurand, is a perfect example 

of what cyber diplomacy is about: a multistakeholder 

composition, including former politicians and a few 

active politicians as well as private sector and NGOs, with 

a government advisory board and an academic advisory 

group. It has already called upon state and non-state actors 

to protect the public core of the internet. 

These days, cyber diplomacy is not just about 
seasoned diplomats convening in the well-known 
diplomatic hotspots, but it is also about what we 
call the 1.5 track and the 2.0 track: an active and 
energetic participation of all relevant players.

When it is about instruments for the Cyber Diplomatic 

Toolbox, no instruments should be excluded beforehand, 

including sanctions. But I do hope that the efforts focus 

primarily on the positive side of the diplomatic coin.

You emphasised a number of times that we need a public-
private collaboration to fight cybercrime. Although many 
of the public-private cooperation projects are successful, 
there are currently debates about the inefficiency 
of such collaborations. Studies show that industry 
is rather reluctant to participate in joint activities and 
the goals of the public and private sectors do not match, 
and, as a result, public-private partnerships have more 
limitations than benefits. What forms can government 
intervention take, then? How can the public-private 
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cooperation be adjusted in order to fight cybercrime 
more effectively? 

You are right in summing up all manner of intricate obstacles 

which may hinder the public private collaboration in fighting 

cybercrime. But it is extremely important to have both public 

and private actors sit together, join forces, and develop 

mutual trust and confidence. 

The Dutch Cyber Security Council consists of government 

officials, including intelligence, and representatives from 

private sector critical sectors (IT, finance, energy) and 

the academia. It helps to establish a common ground 

in addressing the issues at hand. If need be, they know one 

another, have a sound judgment of what they can expect 

from one everyone, and eventually will be willing to share 

critical information. In that sense, they do not need formal 

disclosure regimes. This is, of course, not to say that such 

laws would be useless. 

Questions by Marta Przywała
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Toward more secure networks 
for critical sectors

ANALYSIS

JOEL BRENNER

is a lawyer and writer specializing in cybersecurity policy, intelligence law, and the regulation 
of sensitive cross-border transactions. He is a fellow at the Massachusetts Institute of 
Technology, where his recent work concerns the protection of the electronic networks that 
control critical infrastructure such as energy, finance, telecommunications, and the like.

When talking about critical infrastructure, one has to begin 

with asking a couple of fundamental questions: What 

have we learned in the last year about the fundamental 

nature of our predicament that we did not know 10 or 

15 years ago? What have we done in the past 10 or 15 

years to alter the fundamental nature of our predicament? 

Even though 15 years is a long time in technological terms, 

the answers to these questions are ‘nothing’ and ‘nothing’. 

This is not to suggest that we have not become much better 

at defending our networks. We have. But the offense has also 

all become much better, while we have relentlessly increased 

our vulnerabilities – especially with the Internet of Things. 

At the same time, our industrial control systems are under 

attack. A successful attack on one of those really critical 

sectors like electricity, communications, finance, and 

transportation could have potentially disastrous effects 

cascading across our entire society and economy. It also 

needs to be pointed out that the capacity to undertake 

these attacks is now in the hands of criminal organisations 

as well as nation states. And although there is a certain 

amount of deterrence that affects nation states who can 

do these things, that deterrence doesn’t work against 

sophisticated criminal organisations. Imagine a ransomware 

attack involving electricity in a city, and what that would be 

like. This is not a far-fetched possibility given the serious 

attacks we have already suffered. Here is a list of some 

of the worst of those cyberattacks: the British National 

Health Service taken down; the Ukrainian electric grid 

taken down; the same malware found in other Western, 

including American, electric grids; the Dyn attack that took 

down the Internet services in 2016; in 2013, the attacks 

on banks in the Republic of Korea that took down the 

Korean economy for some days; the attacks on the largest 

oil refiners in the world in 2012. 
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A successful attack on one of those really critical 
sectors like electricity, communications, finance, 
and transportation could have potentially 
disastrous effects cascading across our entire 

society and economy.

At the end of 2016, Kaspersky estimated that 24 percent 

of industrial control systems were under attack1. The 

underlying problem is that critical infrastructure owners 

and operators have retrofitted industrial control systems 

with digitised controls exposed to the Internet. The 

efficiencies were immediate and they were obvious; 

they were also internalised by those enterprises. The 

vulnerabilities were also immediate, but they weren’t 

obvious to most people, or they were deniable and they 

were often denied. They are now obvious and they are 

no longer deniable. This is a strategic struggle in an offense-

dominated environment in which, strategically, the defence 

holds the short end of the stick. 

In order to try to get deeply into this issue, beyond the 

tactical problems, we organized workshops at MIT that 

were each focused on a specific sector: electricity, finance, 

communications, and oil-and-gas. In each case we invited 20 

experts, half of whom came from the industry while the rest 

were academics and a few people from relevant government 

agencies, to try to found out in a private, non-attribution 

setting what they understood to be their worst problems and 

how they imagined a better future might come about. The aim 

was to reach a consensus on the list of their most important 

challenges. A number of broad, strategic conclusions emerged. 

First, key controls of operating technology must be isolated 

from public networks if they are going to be made reasonably 

secure. The idea that we can take these controls and expose 

them to the public Internet, which we know is insecure, 

and make the controls secure is a circle that will not square. 

It is a delusion to believe that. There are serious and 

important disagreements about what kind of isolation 

might be appropriate, however. 

1 Kaspersky Lab ICS CERT. (2017). Threat Landscape for Industrial 
Automation Systems in the second half of 2016. Retrieved from https://ics-
cert.kaspersky.com/reports/2017/03/28/threat-landscape-for-industrial-
automation-systems-in-the-second-half-of-2016

One could imagine a system that worked on a TCP/

IP protocol, but that was a private network. That would 

be one form of isolation and it does not mean perfect 

security, but it would be substantially enhanced security. 

One could imagine in a different way something that 

pipeline operators are doing, which is putting analogue 

controls at endpoints. For example, if one wanted to blow 

up a pipeline with a keyboard and a mouse, he or she would 

corrupt the pressure in that pipe and would make it invisible 

to the people operating the pipe. Now, if the person had 

an analogue override, they couldn’t see that analogue 

function, even if they got into the network. It would 

be invisible and it would be impossible to corrupt it. That’s 

a way to protect the pipeline inexpensively, which is the sort 

of solution that needs to be done more often – isolation. 

Second, governments need to support a market for simpler 

control technology. Complexity is our enemy when 

it comes to security. Why is it that a control on a pipeline, 

which has to make sure a valve is either open or shut, 

or somewhere in the middle, is controlled by a device that 

has in it probably the same field-programmable gate array, 

the same chip that’s in a teenager’s game box? It has two 

million lines of codes in it. Inserting malware into two 

million lines of code is extraordinarily easy. And it is equally 

extraordinarily difficult to find it, especially if we haven’t 

seen it before. This means that we have vulnerabilities 

in our supply chain that don’t come from corrupting 

the supply chain, but from the nature of that supply 

chain. And not because the chip manufacturers or the 

controls manufactures are nefarious. Quite the contrary, 

they produce what they can sell inexpensively at a profit. 

In order to change that, governments will have to begin 

to support a market for simpler controls. This is not about 

developing new technologies. If like-minded governments 

agreed, for example, to reliably and verifiably remove the 

functionality of fourth-fifths of a computer chip, it could 

be done, but it would require support for that market, 

so that control in that valve is very difficult to corrupt and, 

if it is corrupted, one can see it readily. At present, the only 

controls that are available to run a gas turbine, to run the 

power station or the substation in your city, are the kinds 

of controls with millions of lines of code in them. They are 

unsuitable for the purpose for which they’re being sold. 
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Governments need to support a market for 
simpler control technology. Complexity is our 

enemy when it comes to security.

Third, the incentives for security in our societies are widely 

misaligned. What is it that changes behaviour in the 

market economy? There are four main drivers: market 

opportunities, tax policy, liability, and last – regulation. 

The tax and liability incentives are totally misaligned 

in every sector the workshop participants examined. They 

were told emphatically that the rapid retirement of legacy 

systems was absolutely an imperative. It is well known 

how to create tax incentives to fix that, but it is not being 

done. In what other area of economic and social life can 

one think of where it is possible to introduce into the 

stream of commerce fundamentally insecure or unsuitable 

products with virtually no liability? There is none. This has 

to change, and it will, but the change won’t happen quickly. 

It will be interesting to see whether it changes more rapidly 

in the EU or in the U.S., as either of those two places will 

have an enormous leverage effect on the other market. 

There has already been seen the beginning of that change 

in the British law recently, and it is quite possible that we 

are going to see the same thing in the United States soon, 

but it hasn’t happened yet. Going back to the Dyn example, 

one has to think what would happen if the manufactures 

of the surveillance cameras that were used to create that 

DDoS attack which took down Dyn, believed that they 

would have liability to third parties for foreseeable harm, 

for putting into the marketplace technology that had zero 

security in it. Those products would have been pulled from 

the market within a couple of days. This is a prime example 

of widely misaligned incentives in our society. 

A key observation here is that none of these three 

conditions that have been described that create insecurity 

has a technological solution. A great many people, 

including most of our politicians, think there’s going 

to be a technological magic bullet here, but there won’t 

be. We know how to isolate networks. We know how 

to make simpler and safer controls. We know how to create 

tax and liability incentives. We are just not doing these 

things. The most difficult cybersecurity challenges are 

economic and political, not technological. The failure 

to deploy available technology is not a technological 

problem; it is a management or an economic problem. 

This is not to suggest there aren’t significant technological 

changes, but it needs to be understood that at the most 

fundamental, strategic level that could bring the greatest 

change in favour of defence, the problems are not 

technological and the sooner we come to grips with that, 

the more secure we might become. 

A great many people, including most of our 
politicians, think there’s going to be a technological 

magic bullet here, but there won’t be.

Another aim of the MIT project2 was to propose a research 

agenda on which both governments and private founders 

should focus their research effort. Four of the research 

challenges we identified may be of particular interest 

to European audiences. First, it would be extremely 

helpful to quantify network risk. This is difficult because 

there are different elements of risk. For example, network 

fragility is one, and there’s good research going on in that 

area. Fragility is the ability to create a large effect with 

a very tiny input. We’re probably going to be able to put 

numbers on that at some point, but external threats and 

internal behaviour are also elements of risk, and they are 

very difficult to quantify. It is doubtful that it will ever 

be possible to create an absolute scale of risk, but it is possible 

to get to the point where we can say that a certain kind 

of investment in a certain kind of a system will reduce 

the likelihood of a catastrophic effect by a given percentage.

The most difficult cybersecurity challenges are economic 

and political, not technological. The failure to deploy 

available technology is not a technological problem; 

it is a management or an economic problem.

Insurance manufactures are going to be able to look 

at aggregate data and will come at this problem 

in a different way, through loss experience. There has not 

been a completely candid discussion on the difficulty that 

the carriers and reinsurers currently have in estimating 

2 MIT Center for International Studies. (2017). KEEPING AMERICA SAFE: 
Toward more secure networks for critical sectors. Report on a Series of MIT 
Workshops, 2015-2016. Retrieved from https://internetpolicy.mit.edu/re-
ports/Report-IPRI-CIS-CriticalInfrastructure-2017-Brenner.pdf
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the cost of a really catastrophic risk, which stems from 

a data problem.

The second research challenge does involve technology. 

Detection and response has to be automated because 

the attackers are already automated; they have thinking 

malware, malware that can morph when discovered: 

change its name, change its form, or change its MO. 

It is very sophisticated, so as a result defence needs 

to be more automated – human response is far too slow. 

But automation will present other challenges, as machines 

begin taking major strategic decisions that affect our lives. 

We are getting uncomfortable with that – and we should be. 

Detection and response has to be automated 
because the attackers are already automated.

The third challenge is cross-sector disaster simulations. 

Very few of them are truly cross-sector. In any case, 

to do these well, we need much better data than we 

have, or the assumptions we plug in will be guesswork. 

Unfortunately, however, nearly all the necessary data 

is in private hands, and companies do not want to share 

it. Creating a platform, at which data can be shared and 

crunched and not traced back either to the company 

that provided it, let alone to the individual insured, would 

be a very big step forward. Research work is being done 

to achieve this at MIT. If successful, this will illuminate the 

ways in which risks cascade and help people put a finger 

on places where the cascade can be stopped. This would 

be a big advance. It has a technological aspect, but the 

most difficult problem isn’t the technological one. The main 

problem is persuading enterprises that this can make them 

better off and that carriers in particular can underwrite 

risk much more intelligently with a shared data than they 

can without it. 

Nearly all the necessary data is in private hands, 
and companies do not want to share it. Creating 
a platform, at which data can be shared and 
crunched and not traced back either to the 

company that provided it, let alone to the individual 
insured, would be a very big step forward.

The research challenge number four is the Internet of Things 

(IoT). There are trillions of endpoints now. Does anyone 

really think that adequate security can be put in a trillion 

endpoints? Is that an intelligent way to attack this problem? 

No, although with the right liability we can change the 

behaviour of the people who are putting those endpoints 

out. Which ones of those devices are the ones that present 

the most risk and at what level in networks should one 

be able to deal with that risk? These are important questions 

for research, and this is where the money should be focused.

We’ve been facing the consequences of 20 years 

of wishful thinking. We’ve been walking backwards. Let’s 

acknowledge that our critical networks are less secure 

now than they were 20 years ago. This is a strategic 

problem. We will not change the game. It is a strategic 

game that we have to change, not a tactical one. One hears 

a great deal about important tactical innovations, but the 

fundamental issues are strategic. They involve changing 

the relative advantage of offense and defence. And the basic 

problems are not technological – we have to face up to that.

The article is a transcript of the presentation delivered 

on 10 October 2017 at the 3rd European Cybersecurity 

Forum – CYBERSEC 2017 in Krakow, Poland.
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Cisco 2018 Annual Cybersecurity Report: 
as malware sophistication increases, organisations must adopt 
industry best practices and evaluate AI, machine learning tools

ANALYSIS

LOTHAR RENNER, DIRECTOR CYBERSECURITY, NORTHERN & EASTERN 
EUROPE, SWITZERLAND, RUSSIA/CIS, CISCO

Lothar Renner leads Cisco’s Security business in Northern Europe, Eastern Europe, Russia/
CIS and Switzerland. He is responsible for creating and delivering the security strategy and 
driving sales growth. He oversees more than 30 countries with an emphasis on keeping 
customers secure in an expanding threat landscape. 
Lothar and his team engage with hundreds of leaders in the enterprise, public sector, service 
provider and partnerled markets, enabling them to transform organisations that implement 
Cisco’s the innovative technologies. 
Prior to leading Cybersecurity, Lothar led the Services business for Central Europe. Lothar 
joined Cisco 20 years ago in Germany. He has held numerous leadership positions in Cisco in 
Germany and Central Europe.

From network-based ransomware worms, through 
devastating supply chain attacks, to destructive wiper 
malware masquerading as ransomware: the evolution 

of malware was one of the most significant developments 

in the attack landscape of 2017. The advent of network-

based ransomware worms eliminates the need for the 

human element in launching ransomware campaigns. 

And for some adversaries, the prize is not ransom, but 

the obliteration of systems and data, as Nyetya—wiper 

malware masquerading as ransomware—has proved. Self-

propagating malware is dangerous and has the potential 

to take down the Internet.

In addition to developing threats that can elude increasingly 

sophisticated sandboxing environments, malicious actors are 

widening their embrace of encryption to evade detection. 

Encryption is meant to enhance security, but it also 

provides malicious actors with a powerful tool to conceal 

command-and-control activity, affording them more time 

to operate and inflict damage.

The advent of network-based ransomware worms 
eliminates the need for the human element 
in launching ransomware campaigns.

The success of WannaCry and Nyetya attacks revealed a lack of defender preparedness. Strategic 
security improvements and adherence to common best practices can reduce exposure to emerging risks.
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Adversaries are becoming more adept not only at evasion, 

but also at weaponising cloud services and other technology 

normally used for legitimate purposes. They are exploiting 

undefended gaps in security, many of which stem from the 

expanding Internet of Things (IoT) and OT.

The Cisco 2018 Annual Cybersecurity Report presents our 

latest advances in the security industry, designed to help 

organisations and users defend against these attacks. We 

examined the techniques and strategies that adversaries 

use to break through defenses and evade detection. The 

report also highlights the major findings from the Cisco 2018 

Security Capabilities Benchmark Study, which examines 

attitude towards security among enterprises and their 

perceptions of their preparedness to defend against attacks.

A dark spot for defenders: malicious encrypted 
web traffic

Cisco threat researchers report that as of October 2017, 

50 per cent of global web traffic was encrypted. That 

is a 12-point increase in volume from November 2016.

Figure 1. Increase in volume of encrypted global web traffic, 

November 2016 – October 2017

One of the factors driving that increase is Google Chrome’s 

stepped-up practice of flagging unencrypted websites that 

handle sensitive information, such as customers’ credit 

card information, as ‘non-secure’. Businesses are motivated 

to comply with Google’s HTTPS encryption requirement, 

unless they want to risk a potentially significant drop 

in their Google search page rankings.

Meanwhile, as the volume of encrypted global web traffic 

grows, adversaries appear to be widening their embrace 

of encryption as a tool for concealing their command-

and-control activity. Our analysis of more than 400,000 

malicious binaries found that about 70 per cent had 

used some encryption for command-and-control activity 

as of October 2017. 

Figure 2. Increase in volume of malicious binaries leveraging 

some encrypted network communication

The expanding volume of encrypted web traffic—both 

legitimate and malicious—creates even more challenges and 

confusion. Encryption is meant to enhance security, but it also 

provides malicious actors with a powerful tool to conceal 

command-and-control activity, affording them more time 

to operate and inflict damage. Cisco threat researchers 

expect to see adversaries increase their use of encryption 

in 2018. To keep pace, defenders will need to incorporate 

more automation and advanced tools, such as machine 

learning and artificial intelligence (AI) to complement threat 

prevention, detection and remediation. 

Source: Cisco Security Research

Source: Cisco Security Research 
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Defenders report greater reliance on automation 
and artificial intelligence

To overcome the lack of visibility that encryption creates and 

reduce the adversaries’ time to operate, more enterprises 

are exploring the use of machine learning and artificial 

intelligence. These advanced capabilities can learn to identify 

unusual patterns in large volumes of encrypted web traffic 

and automatically alert security teams about the need for 

further investigation.

Chief information security officers (CISOs) interviewed for the 

Cisco 2018 Security Capabilities Benchmark Study report that 

they are eager to add tools that use artificial intelligence and 

machine learning, and believe that their security infrastructure 

is growing in sophistication and intelligence.

To overcome the lack of visibility that encryption 
creates and reduce the adversaries’ time 

to operate, more enterprises are exploring the use 
of machine learning and artificial intelligence.

When asked which automated technologies their 

organisations rely on the most, 39 per cent of security 

professionals said that they were completely reliant 

on automation, while 34 per cent were completely 

reliant on machine learning; 32 per cent said they were 

completely reliant on artificial intelligence.

Insider threats: taking advantage of the cloud

As applications, data and identities move to the cloud, 

security teams must manage the risk involved with 

losing control of the traditional network perimeter. 

Attackers are taking advantage of the security teams’ 

difficulty with defending the evolving and expanding 

cloud and IoT environments. One reason is the lack 

of clarity around who exactly is responsible for protecting 

those environments.

Cisco threat researchers examining data exfiltration 

trends used a machine-learning algorithm to profile 

150,000 employees in 34 countries, all using cloud 

service providers, over a six month period. The algorithm 

accounted not only for the volume of downloaded 

documents, but also for variables such as the time of day 

of downloads, IP addresses and locations.

Attackers are taking advantage of the security 
teams’ difficulty with defending the evolving and 

expanding cloud and IoT environments.

Cisco’s algorithm flagged just 0.5 percent of users for 

suspicious downloads. Even though that is a small amount, 

these users downloaded, in total, more than 3.9 million 

documents from corporate cloud systems, or an average 

of 5,200 documents per user.

Machine-learning algorithms promise to provide greater 

visibility into the cloud and user behavior. If defenders 

can start predicting user behavior in terms of downloads, 

they can save the time it may take to investigate legitimate 

behavior—or they can step in to stop a potential attack 

or data exfiltration incident before it happens.

More OT and IoT attacks on the horizon

Attacks targeting operational technology (OT), such as ICS 

and IoT devices, are still uncommon enough that many 

security professionals have not experienced them firsthand. 

But according to research for the Cisco 2018 Security 

Capabilities Benchmark Study, security professionals fully 

expect such attacks to occur, and are trying to determine 

how they will respond to them.

Security professionals recognise that these systems often 

have minimal protections and unpatched and out-of-date 

software, and are, therefore, vulnerable to attacks.

Few security professionals can speak confidently on issues 

relating to securing OT in their organisations, either 

because they do not have or anticipate adding much OT, 

or because IoT implementations are new. Thirty-one per 

cent of security professionals said that their organisations 

had already experienced cyberattacks on OT infrastructure, 

while 38 percent said that they expected attacks to extend 

from IT to OT in the next year. 
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Figure 3. Thirty-one percent of organizations have experienced 

cyberattacks on OT infrastructure

Figure 4. Organizations used more security vendors in 2017

Recommendations for defenders

When adversaries inevitably strike, will defenders be 

prepared, and how quickly can they recover? Making 

strategic security improvements and adhering to common 

best practices can reduce exposure to emerging risks, slow 

down attackers’ progress and provide more visibility into 

the threat landscape. The defenders should consider:

• Implementing scalable first-line-of-defence tools, such 

as cloud security platforms;

• Confirming that they adhere to corporate policies and 

practices for application, system and appliance patching;

• Assuming ownership of IoT device security and adding 

scanning for these devices to their security reviews;

• Reviewing and practicing security response procedures;

• Backing up data often and testing restoration 

procedures—processes that are critical in a world 

of fast-moving ransomware worms and destructive 

cyber weapons;

• Reviewing third-party efficacy testing of security 

technologies to reduce the risk of supply chain attacks;

• Conducting security scanning of microservice, cloud 

service and app administration systems;

• Reviewing security systems and exploring the use 

of SSL decryption as soon as possible.

Defenders should also consider adopting advanced 

security technologies that include machine learning and 

artificial intelligence (AI) capabilities. With malware hiding 

its communication inside encrypted web traffic, and rogue 

insiders sending sensitive data through corporate cloud 

systems, security teams need effective tools to prevent 

or detect encryption used for concealing malicious activity.

Finally, defenders are experiencing challenges from 

adopting too many disparate security solutions. Data 

suggests that organisations with fewer vendors are less 

likely to experience public scrutiny from breaches and 

may experience lower cyber losses. Choosing vendors 

strategically – and with an eye toward integration – can 

help defenders focus on the risks that matter the most. 

Source: Cisco 2018 Security Capabilities Benchmark Study 

Source: Cisco 2018 Security Capabilities Benchmark Study 
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Figure 5. As vendors increase, so does the challenge of orchestrating security alerts

Cisco Security: Simple, Open, Automated

Cisco is building truly effective security and services 

that are simple, open and automated. Drawing 

on an unparalleled network presence as well as the 

industry’s best technology and talent, Cisco delivers 

ultimate visibility and responsiveness to detect more 

threats and remediate them faster.

Cisco products are uniquely architected to simplify security, 

delivering an Integrated Threat Defense that detects 

and remediates threats faster and accelerates innovation 

industrywide to allow organisations greater security 

capability while liberating themselves from the challenge 

of complexity. With Cisco, security organisations can give 

a more positive answer to the question, ‘Are we secure yet?’.

About the report

The Cisco 2018 Annual Cybersecurity Report, now in its 

11th year, highlights the findings and insights derived from 

threat intelligence and cybersecurity trends observed over 

the past 12–18 months from threat researches and six 

technology partners: Anomali, Lumeta, Qualys, Radware, 

SAINT and TrapX. The report also includes the results of the 

annual Security Capabilities Benchmark Study (SCBS), which 

this year surveyed 3,600 chief security officers (CSOs) and 

security operations (SecOps) managers from 26 countries 

about the state of cybersecurity in their organisations.

Download the full report at: 
https://www.cisco.com/c/en/us/
products/security/security-reports.html

Source: Cisco 2018 Security Capabilities Benchmark Study 

https://www.cisco.com/c/en/us/products/security/security-reports.html
https://www.cisco.com/c/en/us/products/security/security-reports.html
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As the Federation of European Risk Management 

Associations, FERMA represents nearly 5,000 European 

corporate risk and insurance managers in a wide range 

of business sectors. Most of them are playing a crucial 

role in determining if cyber insurance products are relevant 

for their organisations. Many such organisations in Europe 

have been offering cyber insurance for more than 10 years 

now and it is possible to draw some first conclusions 

regarding the advantages and drawbacks of such a process.

Europe’s cyber insurance market is gradually catching up 

with its U.S. counterpart, pushed by recent cyberattacks 

causing not only high financial losses and attracting media 

attention, but also prompting to lay down new regulations 

with mandatory reporting for personal data breaches and 

cyber incidents affecting critical infrastructures. Although 

insurance capacities are available, there are some obstacles 

to the development of the market, and a gap remains 

between the demand and the supply side. 

Cyber insurance and its increasing 
role in the industry

OPINION

BY PHILIPPE COTELLE, FERMA BOARD MEMBER

Philippe Cotelle is the Head of Insurance and Risk Management of Airbus Defence & Space since 2014, 
gathering all Airbus activities in Space, Defence and Military Transport Aviation.
Since 2006, he was in charge of Insurance Risk Management for Astrium, gathering the Space activities 
of Airbus including the 3 business units EADS Astrium Satellites, EADS Astrium Space Transportation 
and EADS Astrium Services. Philippe Cotelle is graduated Engineer from Ecole Nationale Superieure 
de l'Aeronautique et de l'Espace and Executive MBA from Essec & Mannheim 2007.

Although insurance capacities are available, a gap remains between the supply and demand for cyber 
insurance. A joint effort of cyber insurance market participants is needed to develop the market.
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While businesses and organisations need to adjust their 

corporate governance to the new digital environment to fully 

understand the magnitude of cyber risks for their activities, 

the lack of actuarial data and the aggregation of risks pose 

a serious challenge to the insurance sector and its ability 

to price cyber risks and manage their exposures.

Key factors in a cyber insurance purchase decision

Risk managers are responsible for supporting their 

organisation’s strategic objectives by mitigating 

the risk exposures created by digitalisation. Since 

digitalisation is now the growth engine of many 

organisations, company valuations originate mostly from 

intangible assets. Therefore, it has become necessary 

to identify, assess and analyse risks in this category 

of assets to define and implement an appropriate 

response with a risk management strategy.

The purchase of corporate insurance is only one of the 

possible outcomes of an internal, methodical process 

that draws upon the Enterprise Risk Management (ERM) 

principles of risk identification, analysis, evaluation and 

treatment. The organisation should be convinced that 

cyber insurance is the right solution and be able to justify 

and document it. 

The organisation must resist the temptation to purchase 

cyber insurance to merely tick the boxes. Undoubtedly, 

management can draw some comfort from the fact they  

have insurance cover for cyber events, but more importantly, 

they need to understand what they purchased, why they 

did it and how the coverage will actually work if a cyber 

incident occurs. 

The process starts with defining a cyber risk exposure. This 

is a pre-condition for allowing the organisation to clearly 

articulate its expectations to the insurer regarding the 

coverage it needs and to evaluate if the offer is attractive 

and adequate. To assess the ‘true nature’ of the cyber risk, 

the risk manager will take a broad approach, considering 

not only malicious events, malfunctions and errors but 

also everything else that may affect digital assets and lead 

to financial losses.

For a corporate risk manager, understanding the cyber 

risk exposure is a matter of rationality, credibility and cost 

effectiveness. An insurance broker can play a supportive 

role at this vital stage of the risk assessment. By knowing 

the residual cyber risk to be transferred to the insurance 

company and by benchmarking with others in terms 

of scenarios, impacts and remediation, the risk manager 

and broker can ensure that both the cover and premium 

for the chosen cyber insurance solution are appropriate 

and in line with the market practices. 

The ultimate objective of a cyber risk management strategy 

is to maintain and increase the resilience of the organisation 

without seeking absolute security as that is impossible 

to achieve. The voluntary and well-recognised National 

Institute of Standards and Technology (NIST)1 cybersecurity 

framework has established five basic functions of a cyber 

risk management strategy: identifying, protecting, detecting, 

responding and recovering. These core functions need to be 

performed, but exclusive reliance on the frameworks and 

standards is both unrealistic and dangerous as it can create 

a false sense of security. Compliance with standards like ISO 

27000 alone is simply not enough. Such norms incorporate 

strong risk factors, but they are never exhaustive. Sooner 

or later, a hostile party will find a weakness that will 

jeopardise the organisation.

Finally, purchasing cyber insurance is a corporate decision 

that cannot be in the hands of the IT function only. It must 

also be clear that the accountability of the organisation’s 

board and management to shareholders, customers and 

regulators cannot be transferred to the insurance sector.

The importance of cyber risk governance

In the context of cyber risk governance, increased 

organisational maturity is a pre-requisite for any decision 

about selecting and purchasing appropriate insurance 

products by an organisation. It is a process that needs 

to be embedded in the corporate risk management 

scheme. Similarly, the cyber insurance market will 

not be able to reach its maximum potential unless 

its customers adopt cyber risk governance principles. 

1 See https://www.nist.gov/framework

https://www.nist.gov/framework
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This is why in 2017, FERMA proposed a first cyber 

risk governance model that addresses the challenges 

of cyber risk identification and quantification within the 

organisation. The project rationale identified two areas 

where the challenges were most significant: a lack of focus 

on the risk governance aspect of cyber security and the 

need for top-down implementation of cybersecurity in the 

organisation, while it was recognised at the same time 

that companies must remain free to organise their risk 

management internally.

The model argues for the creation of a cross-disciplinary 

group to propose new ways to manage cyber risks 

internally. Such a group would build scenarios of critical 

exposures that are harmful to the company and credible 

from an IT point of view. Validated by both business and 

IT teams, the analysis of these scenarios would provide 

a basis for initiating a meaningful dialogue with the 

insurance sector.

Scenario planning exercises are very challenging. For 

example, the value of the loss of intellectual property 

for a pharmaceutical company at the early stages might 

be hard to quantify, since the revenues this asset could 

have generated in the future are unknown. Cyber risks 

are also rapidly evolving, which makes probability difficult 

to assess. Therefore, the quantification of the identified 

cyber risks, the measurement of the level of threat and the 

comparison of the maturity of the organisation’s security 

with its peers require full cooperation between business 

units and the IT function. 

Challenges for the cyber insurance market 

SMEs

While large businesses might be in a better position 

to measure their cyber risk exposure due to more extensive 

resources they have, small and medium enterprises (SMEs) 

sometimes seem overwhelmed by the magnitude of the 

threats, not knowing exactly where to start. Although 

there is usually a reasonable level of risk awareness among 

SMEs, many of them are now seeking help to measure and 

manage their exposures. There is certainly a role here for 

government policy-makers to come up with public-private 

schemes that provide support for SMEs. Such programmes 

would facilitate the dialogue between insurers and SMEs 

and simplify access to cyber insurance for them. 

SMEs are more vulnerable to a cyberattack than large 

enterprises as they often lag behind the latest cybersecurity 

developments. Standardised cyber insurance covers 

could have a positive impact on cyber risk prevention 

by proposing incentives to help SMEs strengthen their 

resilience to certain types of cyber incidents. Such products 

could provide an excellent opportunity to test an adopted 

cyber risk management process. 

Data

The current inability of many SMEs to successfully manage 

their cyber risks contributes to a general lack of actuarial 

data on incidents, which is very problematic for insurers. 

Traditional risk modelling does not function well in the 

absence of historical data and geographical boundaries. 

Cyberattacks evolve rapidly as attackers are constantly 

learning. Estimates of loss without indications of probability 

make it difficult for insurers to assess the amount of capital 

that they need to allocate to support losses.

The way forward for the insurance sector is to invest 

in R&D and collaborate on cyber incident data collection 

so that underwriters gain the necessary knowledge 

to better understand cyber risks.

There is still much debate about the extent to which the 

reporting of cyber incidents should be mandatory, and 

methods to define/set the reporting parameters to avoid 

a sharp increase in the amount of data that would create 

a lot of noise and make relevant data difficult to identify. 

The issue of ’near miss’ cyber events is also open although 

they are crucial to improving cybersecurity as they can 

reveal potential weaknesses and act as early warnings 

of an incom ing cyber incident. 

The active participation of business and organisations 

is necessary to build a useful data set. Several cyber 

incidents taxonomies exist, such as the CRO Forum2, 

2 https://www.thecroforum.org/wp-content/uploads/2018/02/201802_
CROF_Capture_and_sharing_of_digital_event_data.pdf

https://www.thecroforum.org/wp-content/uploads/2018/02/201802_CROF_Capture_and_sharing_of_digital_event_data.pdf
https://www.thecroforum.org/wp-content/uploads/2018/02/201802_CROF_Capture_and_sharing_of_digital_event_data.pdf
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STIX3 or CPS incident taxonomies4. They provide 

a standardised categorization of events by actors, 

means, causes, impact and victims. They also allow for 

a comprehensive analysis of any cyber incident and the 

ability to compare and share information.

Aggregation of cyber risks

The collection of cyber incident data is highly relevant 

for the (re)insurance industry to help it understand the 

aggregation of risks. Aggregation issues are well illustrated 

by the reliance of millions of businesses on cloud services. 

A report by Lloyd’s of London released in January 2018 

showed that an extreme cyber incident that would take 

down a top cloud provider in the United States for three 

to six days would result in economic losses of USD 15 

billion on average and up to USD 3 billion in insured losses.5

There are also other scenarios that can lead to accumulations 

of risk. Organisations can be infected for years without 

even knowing it. These zero-day threats, where the 

vulnerability is known only to a handful of people and 

waiting to materialise, are a nightmare for every insurance 

community, especially the reinsurance sector. 

Accumulation management is usually the cornerstone 

of the reinsurance business; if reinsurers do not understand 

the potential accumulation of risk, they will be reluctant 

to provide capacity. This area of cyber risk management 

is still in its infancy, and reinsurers struggle to comprehend 

what provisions are necessary for a major event with 

an aggregation of cyber risks.

The scenario of a state-sponsored cyberattack targeting 

the financial system would be incredibly complex 

to deal with. The reaction to this ‘digital’ catastrophe 

would be a lack of appetite from insurers, resulting 

in a contraction of the cyber insurance market. 

3 https://stixproject.github.io/about/ 
4 https://scholarsarchive.byu.edu/etd/4345/
5 https://www.reuters.com/article/us-cyber-cloud-disruption/u-s-cloud-
computing-failure-could-spur-up-to-19-billion-in-losses-lloyds-idUSKBN-
1FC1UC 
https://www.lloyds.com/news-and-risk-insight/press-releases/2018/01/
failure-of-a-top-cloud-service-provider-could-cost-us-economy-$15-billion 

For this reason, there is an ongoing debate about 

public backstop schemes for cyber catastrophes similar 

to terrorism pools.

Although considered a last resort solution, such programmes 

might help the market by removing the uncertainty linked 

to aggregation issues where millions of events occur at the 

same time. Others will argue that it is better to keep 

governments at bay until this category of risks is fully 

understood. The difficulty is, indeed, to determine when 

governments should intervene because the consequences 

of a cyber incident could be ‘too big’ for private capacity 

to support.

In its Supervisory Statement published in July 2017, the 

Bank of England expressed concerns about the ability 

of insurers’ boards to control the accumulation of cyber 

risks. Insurers need to understand what they underwrite 

to allocate capital properly so that they do not put their 

shareholders’ capital at risk.6

Types of cover

The Supervisory Statement from the Bank of England 

also indicates that the cyber insurance market does 

not currently have a good handle on the so-called non-

affirmative or silent cyber risk covers. Silent covers are 

often the result of historical insurance products designed 

before cyber risks existed. These covers usually do not 

specifically exclude cyber risks, and if they do, the policy 

wording is often unclear about how cyber incidents will 

or will not be covered.

As a result, many ‘traditional’ property and casualty insurance 

products contain such silent covers. As ‘digital’ is part of all 

business processes today, such covers will be activated 

following cyber incidents with physical losses. If cyber 

insurance is an iceberg, silent covers constitute the hidden 

part below the surface.

Silent covers are, in fact, quite ‘noisy’ risks for insurers, 

and improved communication between insurers and 

policyholders is necessary to achieve wording that is clear 

6 https://www.bankofengland.co.uk/prudential-regulation/publication/2017/
cyber-insurance-underwriting-risk-ss

https://stixproject.github.io/about/
https://www.reuters.com/article/us-cyber-cloud-disruption/u-s-cloud-computing-failure-could-spur-up-to-19-billion-in-losses-lloyds-idUSKBN1FC1UC
https://www.reuters.com/article/us-cyber-cloud-disruption/u-s-cloud-computing-failure-could-spur-up-to-19-billion-in-losses-lloyds-idUSKBN1FC1UC
https://www.reuters.com/article/us-cyber-cloud-disruption/u-s-cloud-computing-failure-could-spur-up-to-19-billion-in-losses-lloyds-idUSKBN1FC1UC
https://www.lloyds.com/news-and-risk-insight/press-releases/2018/01/failure-of-a-top-cloud-service-provider-could-cost-us-economy-$15-billion
https://www.lloyds.com/news-and-risk-insight/press-releases/2018/01/failure-of-a-top-cloud-service-provider-could-cost-us-economy-$15-billion
https://www.bankofengland.co.uk/prudential-regulation/publication/2017/cyber-insurance-underwriting-risk-ss
https://www.bankofengland.co.uk/prudential-regulation/publication/2017/cyber-insurance-underwriting-risk-ss
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and unambiguous. With explicit exclusions of cyber events 

from traditional policies, cyber insurance can take the form 

of affirmative covers, either as an extension to an existing 

policy or a comprehensive, standalone insurance. The latter 

can cover a broad range of consequences arising from 

a cyber incident, such as data restoration, cyber ransom, 

data breach notification costs, reputational damages, loss 

of profit with business interruption, financial losses with 

intellectual property theft, fraud and so on. 

The corporate client perspective: clarity, 
comparability and certainty

It is currently difficult for a corporate risk manager to have 

a clear view of the relevance of the various cyber insurance 

offers. Common understanding of the critical components 

of a cyber insurance contract among cyber insurance 

market participants would increase risk managers’ ability 

to analyse the existing insurance products and get a clearer 

picture of what the cyber insurance market is offering.

The underwriting information that the client needs 

to prepare for insurers to receive a cyber insurance offer 

should be clarified. Claims certainty is another area for 

improvement. There are currently not enough examples 

of successful large claims to demonstrate that cyber 

insurance is an efficient tool that brings tangible added 

value for business and organisations.

Very little evidence exists to address the issues of cyber 

insurance claim notification and claim settlement. Because 

of confidentiality constraints and the difficulty to prove 

a breach, those elements can generate significant hurdles 

for the development of cyber insurance. Allowing external 

experts to access the organisation’s internal systems in order 

to settle a claim creates new risks and might represent a deal 

breaker for the most sensitive sectors.

Therefore, it is becoming crucial to determine the 

elements that will define the claim process before the 

inception of the cyber coverage, for example information 

to provide and the duration of the waiting period before 

compensation. Without increased claim certainty 

for clients, cyber insurance will continue to struggle 

to demonstrate its relevance.

In 2018, FERMA is going to partner with insurance brokers 

and insurers to create a document to improve cyber 

insurance market practices and streamline the exchange 

of information between the insurers and the insured 

by building an effective tool for all market players. 
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Cybersecurity – what is at stake? 
A comprehensive approach to management
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innovations in different areas and sectors, such as manufacturing, logistics, and military.

The era of innovation and new technologies are the 

factors that help modern businesses stay competitive 

in the market. Nowadays, one cannot imagine running 

a business without access to the Internet, mobile devices 

or modern technologies. It is becoming increasingly difficult 

to keep abreast with rapid technological advances, which 

is often exploited by cybercriminals. Their goal is to either 

gain profit or harm. Functioning in the cyber world has 

many benefits, but it also carries enormous risks. The 

year 2017 can be considered to be infamously abundant 

in cybercrime incidents, which became apparent during 

cyberattack campaigns, such as Industroyer, WannaCry, 

or Petya. Without a doubt, cyber threats are a problem that 

organisations have to act on decisively as well as an area 

from which they need to protect themselves.

Industrial companies find themselves in a particularly 

precarious position as they need to protect not only their 

IT infrastructure, but also their control systems (ICS). 

A cyberattack on an industrial facility can have disastrous 

consequences for the immediate surroundings and the 

property, health, and lives of employees. The gravity 

of cyber risks becomes even more pronounced in the case 

of critical infrastructure operators as disruption of critical 

infrastructure can cripple the state's functions, cause 

industrial disasters, or serve as a prelude to cyber or kinetic 

military operations. A large number of industrial plants 

and their economic significance make them particularly 

vulnerable to terrorist attacks, including those that are 

carried out in cyberspace. An example of this can be 

the power failures that occurred in the past in Ukraine 

(2015–2016), South Korea, Turkey, or the use of the 
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Stuxnet worm. Experience shows that attacks on industrial 

automation systems are not the only problem. Core 

business processes can be disrupted by a single tool, for 

instance, ransomware malware that is capable of paralysing 

systems, which proved very effective during WannaCry 

or NotPetya cyberattacks.

A large number of industrial plants and their 
economic significance make them particularly 
vulnerable to terrorist attacks, including those 

that are carried out in cyberspace.

What elements should we, therefore, pay particular 

attention to so that our cybersecurity efforts bring 

a satisfactory level of security? A comprehensive approach 

is a right way to tackle the problem of cyber threats. 

Business organisations should pay attention to several areas: 

organisational, operational, and technical. To make cyber 

protection more efficient, they need to implement solutions 

in all these areas, bearing in mind the differences that arise 

from relying on IT, OT or IoT systems. However, even the 

best security controls and safeguards can be ineffective 

if, at an organisational level, a human being remains the 

weakest link, and, at an operational level, it is unclear what 

the appropriate course of action is in specific situations.

There are many standards or good practices to draw 

upon when developing a comprehensive approach 

to cybersecurity in the organisation, especially one that 

incorporates OT, IT or IoT environments. Below there 

are some examples of well-established standards that 

an organisation may want to consider for this purpose:

• ENISA (European Union Agency for Network and 

Information Security) guidelines

• NIST SP 800-82 – Guide to Industrial Control Systems 

(ICS) Security

• ISO/IEC 27002 standard – including guidelines related 

to establishing, implementing, operating, monitoring, 

reviewing, maintaining and improving the Information 

Security Management System

• NIST 800-53

• ISA 62443 (ISA99) standard – International Society 

of Automation Committee for Industrial Automation 

and Control System Security (USA)

• NERC’s CIP – North American Electric Reliability 

Corporation – Critical Infrastructure Protection

• IEC 62351 

The application of one-size-fits-all solutions and 

the operation of remote control systems within the 

Internet structure do have an impact on increasing 

the risk of disruption by making those systems more 

vulnerable to a targeted network cyberattack from 

outside or exposing them to viruses and network worms, 

or otherwise limiting their network access. SCADA or 

DCS systems tend to run on Windows, Linux, or Unix 

platforms. As a result, cyberattacks that exploit weaknesses 

in operating systems often jeopardise industrial systems 

that run on them. Therefore, it is necessary to draw 

attention to the problem of securing OT environment. 

A fair number of measures can be derived from the IT 

domain, although it is impossible to transfer directly IT 

system protection techniques to the OT environment 

because of some significant differences between these 

systems. The problem that affects the security of OT 

systems is a tendency to deploy cyber safeguards designed 

for and used in IT. Therefore, it is essential to pay attention 

to the differences between IT and OT systems. Not every 

IT technology can be deployed in an industrial automation 

environment. In the IT field, the primary protected element 

is data and their confidentiality, integrity, and availability. 

In the OT domain, the main protected elements are the 

reliability and availability of an industrial process, and then 

its integrity and confidentiality.

Given the differences between OT and IT systems, 

it is necessary to pay particular attention to a number 

of issues when building a cybersecurity management 

system: the organisation itself, the security policy, the 

risk management system, secure configuration, network 

security, permission management, user education and 

awareness, incident management, malicious software 

prevention, monitoring and recording of the network 

traffic, replaceable carrier components, system integrity, 

business continuity, physical security, technical measures 

and many others.
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In the IT field, the primary protected element 
is data and their confidentiality, integrity, and 

availability. In the OT domain, the main protected 
elements are the reliability and availability 
of an industrial process, and then its integrity 

and confidentiality.

This set of elements defines the scope for specific 

actions tailored to the needs of individual organisations, 

for example, industrial plants, energy companies, public 

administration, banks, etc. that differ among themselves 

when it comes to IT, OT or the IoT. 

Organisation 

There is no one-size-fits-all solution for all companies. That 

is why it is vital that every organisation wishing to take care 

of its cybersecurity develops a strategy that is right for their 

line of business and integral to its management strategy. The 

strategy must take into account the security authorisation 

process, its updates, the change identification process, sets 

of security rules and procedures, and the scope of duties 

and responsibilities of those who use the system. 

Security policy

It is mandatory to define the overall security policy and its 

primary objectives, for example in respect of the protection 

of the organisational assets. It is essential to indicate that all 

employees in the organisation and subcontractors should 

comply with the policy. The procedures must specify the 

rules for classification of data, both electronic and printed, 

as well as provide an adequate level of protection when the 

data is shared, transferred or copied. In addition, the policy 

should encompass the following elements: a configuration, 

information and documentation management policy as well 

as training, access control and encryption procedures. 

There is no one-size-fits-all solution for all 
companies. That is why it is vital that every 
organisation wishing to take care of its 

cybersecurity develops a strategy that is right 
for their line of business and integral to its 

management strategy.

Risk management

It is pivotal for any business to have a proper risk 

management system in place which covers incidents such 

as hardware failure, personnel safety breaches, financial 

losses, and IT or OT security violations. Organisations 

must not only be able to anticipate potential business-

related risks (after all, IT or information security risks 

are some of them), but also provide guidance on how 

employees or subcontractors can tackle the threats given 

organisational priorities as well as internal and external 

constraints. The differences between IT and OT determine 

the approach to risk management. In IT, data integrity and 

confidentiality matters most. Fault tolerance, on the other 

hand, is not as crucial as in OT, and temporary downtime 

does not pose a high risk either. The most significant 

risk is the interruption of business operations and the 

resultant financial losses. OT is a different story altogether 

with people safety being the highest priority. It is done 

by making sure the processes are secured adequately. 

The system must be fault-tolerant, and even the slightest 

downtime is unacceptable. The main risk factors are 

personnel fatality or loss of equipment and products.

Secure configuration

Introduction and proper documentation of the system 

configuration, its updates, and recurring audits is a critical 

step to ensure secure configuration. Maintaining 

an inventory of systems and critical components as well as 

supervising the implementation of changes is also essential. 

It is necessary to develop a strategy to remove or eliminate 

unnecessary features from systems, quickly identify 

vulnerabilities and plan further action to enhance security. 

Network security

In today's world, it is hard to imagine a company that 

would could operate offline. Still, this 'life-giving' Internet 

connection makes the company's systems and technologies 

vulnerable to a cyberattack. Following a few simple rules 

can, however, effectively restrict the ‘elbowroom’ for 

hackers' malicious activity. The organisation's networks 

will almost certainly include many sites, the use of mobile 

or remote services and services in the cloud, which makes 
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it difficult to demarcate a fixed network border. Physical 

connections should not be the sole focus by any means. 

It is necessary to consider where data is stored and how 

it is managed and supervised.

Permission management

Every system user should be given specific system 

permissions which will be subsequently supervised. 

Permission management involves granting authorised 

access rights and privileges. Assigning high-level system 

permissions should be carefully considered and closely 

monitored afterwards. 

Incident management

Without a doubt, every organisation has experienced 

a security breach. At that point, it is critical to respond 

appropriately to the incident. An incident response plan 

contains a pre-defined set of instructions or procedures for 

detection and mitigation of consequences resulting from 

a cyberattack on the organisation's information systems. 

When a threat is discovered, it is vital to assess both the 

risk of a potential attack and the form of response. For 

example, one of the possible reactions is the physical 

isolation of the system. However, as this may have a severe 

impact on the service, it is often rejected as unprofitable.

Without a doubt, every organisation has 
experienced a security breach 

Malicious software prevention

Every exchange of information entails the risk of malware 

infections, which can seriously affect corporate systems 

and services. Therefore, it is vital to apply malicious code 

protection mechanism, for example for system entry and 

exit points, workstations, servers, and mobile devices. While 

it is critical to ensure these mechanisms are regularly updated, 

it is equally essential to select a trusted software supplier. 

Monitoring, recording, and auditing

The monitoring of systems is necessary to assess their 

normal state and flag potential threats; it also provides the 

ability to detect attempts to attack systems and business 

services. Proper monitoring is essential for effective 

response. Audits should be conducted periodically, records 

be subject to analysis, and conclusions reported to the 

designated persons.

Replaceable carrier components

It is necessary to define the guidelines and restrictions on the 

use of mobile devices by both employees and the company's 

subcontractors. The use of wireless carriers entails a risk 

of introducing malware and moving confidential data outside 

the enterprise network inadvertently or deliberately. 

System integrity

Maintaining the integrity of the information system ensures 

that confidential data has neither been modified nor deleted 

in an unauthorized and undetected manner. It is worth 

investing in tools that help detect malicious code, protect 

against spam and spyware, and detect intrusions. A system 

of warning alerts and notifications received from designated 

external organisations should detect any unauthorised 

changes to software and information. To confirm the 

integrity of the system, a re-evaluation by scanning with 

a specific frequency is carried out. High availability systems 

must be treated with extreme caution.

Product and service purchasing

Agreements for the purchase of software must include 

security requirements and specifications prepared 

as a result of a risk assessment. The software provider 

should carry out tests, develop a security safeguard plan 

and customise it to the customer's existing security system. 

Compliance with the requirements must be monitored.

Business continuity

Developing a Business Continuity Plan (BCP) is necessary. 

To manage potential downtime efficiently, it is important 

to specify recovery targets for different systems and 

subsystems catering for typical business needs. We need 

to consider two distinct types of targets: system recovery 

and data recovery. 
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Physical security measures

It is worth bearing in mind that cyberspace is an environment 

where competition, disgruntled workers, and terrorists 

can actively act and devise plots or schemes to harm 

the organisation or even the entire state. A physical security 

barrier is one of the first the intruder needs to break through 

to get inside the organisation and gain unauthorised 

access. Therefore, it is imperative to ensure that appropriate 

procedures, personnel, technical safeguards are in place 

at this layer of security.

A holistic approach to managing cyber threats is essential 

and encompasses raising customers' cybersecurity 

awareness, providing training, attracting highly-qualified 

personnel, providing knowledge about the organisation's 

vulnerabilities, analysing safeguards and solutions, providing 

monitoring tools and a customised cyber policy to protect 

critical infrastructure assets.

User education and awareness

Cybersecurity statistics show that a human being is the 

weakest link in security systems. People play a critical 

role in making sure the organisation securely runs its 

business activities. Approximately 80 percent of all 

cybersecurity incidents result from a human error. A cyber 

incident can lead to a failure of critical security systems 

or total disruption of activities, including the shut-down 

of industrial processes. There is no doubt that this error 

can be very costly and potentially put human lives at risk. 

Building a culture of security requires knowledgeable 

employees at all levels of the organisation, not just those 

responsible for cybersecurity, who are aware of the 

dangers and know how to act to maintain security. 

Employees who are directly involved in ICT cybersecurity 

must be highly qualified and skilled to manage cyber 

threats effectively. They should also have the necessary 

expertise in the area of incident detection, prevention, 

and management.

Cybersecurity statistics show that a human being 
is the weakest link in security systems.

Statistics are the best way to bring home the gravity of that 

problem. Average losses resulting from data leakage reach 

about EUR 4 million, and every 25th company struggles 

to keep their head above water as a result of a breach. 

It is not easy for an organisation to adequately prepare 

its defences for cyberattacks. The process must involve 

multiple resources and areas such as finance, technology, 

and human resources; it should result in defining 

a strategy, a comprehensive overview and an action plan 

because the stakes are very high. As it turns out, not 

everyone is successful in accomplishing that. Introducing 

a systematic approach to cybersecurity step by step can 

allow for effective and efficient management of that area 

in the organisation, which, in effect, helps minimise risk 

and avoid heavy losses in the organisation. Every security-

conscious organisation should invest in cybersecurity 

because today no one can imagine running a business 

without access to the Internet, mobile devices, and modern 

technology, and, by the same token, without being exposed 

to cyber threats. The stakes are high indeed...
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Cybersecurity strategies in large networks. 
Cyber defence under the military concept 
of ‘Retardant Action’

ANALYSIS

ALEJANDRO CORLETTI ESTRADA
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In order to tackle cyber risks successfully, it is necessary 

to adopt measures that will minimise or mitigate 

them to the best possible extent. This set of actions 

must be coherent with medium- and long-term plans 

as improvisation is considered a major risk factor when 

dealing with such issues.From the military point of view, 

the planning of every operation and the cost-benefit 

analysis occur at the final stage of the decision-making 

process. Once the latter has been completed, the 

strategy to be followed is designed and implemented.

The idea of combining these military concepts with 

Internet methodologies resulted in some Request 

For Comments1 that propose two possible methods 

1 Request For Comments (RFCs) documents were invented by Steve 
Crocker in 1969 to help record unofficial notes on the development of the 
ARPANET. They have since become the official record for Internet 

or courses of action: Protect and Proceed, and Pursue 

and Prosecute.

The decision to lean towards one or the other is largely 

determined by the level of security achieved, experience, 

resources, the ability to react to cyber incidents, the level 

of cybersecurity training, legal and/or forensic support, etc.

The novelty of this approach lies in the fact that it incorporates 

military concepts and Internet security techniques.

specifications, protocols, procedures, and events. Anyone can submit a doc-
ument to be an RFC, although in practice they are generated by the Internet 
Engineering Task Force, and then reviewed by the IETF groups, various ex-
perts, and the RFC Editor before publication. An RFC is never updated, al-
though it may be superseded by later revisions – Ed. 
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Cybersecurity strategies in large networks. 
Cyber defence under the military concept 
of ‘Retardant Action’

Initial approach

When analysing the old security policy presented in the 

RFC 1244, point 2.5.2, we can see that it proposes two 

strategies:

• Protect and Proceed

• Pursue and Prosecute

Following these two basic strategies, we can evaluate how 

to deal with a security incident. In short, the aim of the 

Protect and Pursue strategy is to preserve the system 

components. The biggest challenge is that if the intruder 

is not identified, they can easily re-enter by the same 

or other door in the future.

What premises should be taken into account to implement 

this strategy?

• If assets are not well protected

• If continued penetration could result in great financial risk

• If the possibility or willingness to prosecute is not present

• If user base is unknown

• If users are unsophisticated and their work is vulnerable

• If the site is vulnerable to lawsuits from users, 

e.g., if their resources are undermined

On the other hand, the Pursue and Prosecute strategy 

presupposes that the intruder is allowed to continue 

their activities until they identify and reveal vulnerabilities 

in the system they are penetrating. As the risk is high, solid 

knowledge and access to appropriate tools is required 

to handle such incidents effectively. A great advantage 

of this approach is that it helps establish the root cause(s) 

quickly and offer solutions, so that the issue does not recur.

What premises should be taken into account 
to implement this strategy?

• If assets and systems are well protected

• If good backups are available

• If the risk to the assets is outweighed by the disruption 

caused by the present and possibly future penetrations

2 https://www.ietf.org/rfc/rfc1244.txt 

• If this is a concentrated attack occurring with great 

frequency and intensity

• If the site has a natural attraction to intruders, and 

consequently regularly attracts intruders

• If the site is willing to incur the financial (or other) risk 

to assets by allowing the penetrator continue

• If intruder access can be controlled

• If the monitoring tools are sufficiently well-developed 

to make the pursuit worthwhile

• If the support staff is sufficiently clever and 

knowledgeable about the operating system, related 

utilities, and systems to make the pursuit worthwhile 

• If there is willingness on the part of management 

to prosecute

• If the system administrators know in general what kind 

of evidence would lead to prosecution

• If there is established contact with knowledgeable law 

enforcement

• If there is a site representative versed in the relevant 

legal issues

• If the site is prepared for possible legal action from 

its own users if their data or systems become 

compromised during the pursuit.

The first strategy dictates that, in the event of an intrusion, 

you immediately proceed to disconnect systems, turn 

off servers, deny access, etc. It helps solve the problem 

at hand, but it does not allow us to get to the bottom 

of the issue, i.e. determine root causes, before the system 

is recovered to the normal state, which means there 

is a high risk that the intrusion will reoccur. The mechanism 

offers instant advantages: the intruder at that moment 

in time will not be able to advance further and the 

information and resources will be protected. It is a good 

methodology to take into account if we do not have a high 

degree of training, or access to specialised support services 

and sufficient resources.

The second methodology is more audacious, but it allows 

us to trace the origins of the vulnerability, determine the 

causes, track the steps the intruder took, obtain all the 

probative information, and even generate inverse attacks. 

However, it is also a lot more risky and requires a high 

level of knowledge, adequate tools, specialised support, 

including legal aid and information dissemination channels.
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This is a key point for the overall argument presented 

in this article. As the current strategies are only partially 

effective in tracking intrusions, a new way of thinking 

is necessary for the design and implementation 

of cybersecurity measures for computer networks and 

systems, as well as for providing a step-by-step guidance 

to administrators.

The main problem for any network administrator 

is their complete ignorance of the adversary in terms 

of their location, strength, resources and capabilities. 

In addition, although the need to adapt to accelerating 

change in technology, products and services is becoming 

increasingly important, companies often struggle to keep 

up with the quickening pace of technological progress and 

fail to evaluate their security in detail, which makes their 

systems more vulnerable.

The vulnerability analysis reveals a significant imbalance 

of forces. While there is no single company that would 

have enough staff working 24/7 monitoring and improving 

their security as to not leave gaps open at any given time, 

there are millions of people in cyberspace whose sole aim 

is to trace and exploit vulnerabilities in systems. This is the 

first factor to consider.

The second aspect to analyse is of statistical nature. 

As the history of defensive or security operations shows, 

there has been no case of invulnerable strength. Sooner 

or later, every fortress falls to the enemy within (routine, 

shortage of resources, panic, etc.) and the enemy outside 

– a persistent, observant, always better equipped 

opponent, waiting patiently for the right moment to attack.

Military operations

Various studies of military operations classify the use 

of force into three types of operations:

• Offensive

• Defensive

• Retrograde

Offensive operations, as the name suggests, carry the 

notion of advancement, attack or aggression, whereas 

defensive and retrograde operations are those that can 

be associated with classic ‘cyber defence’. The main 

difference between the two latter is a passive nature 

of the defence (although it may have certain aspects 

of movement) and a dynamic character of retrograde 

operations. Retrograde operations can also be classified, 

according to different doctrines, as Retreat, Withdrawal, 

or Retardant Action.

Since this study does not intend to suggest abandoning 

computer systems altogether (Retreat) nor ‘ceasing to use’ 

the networks (Withdrawal), it will continue to explore the 

notion of the Retardant Action in which military troops, 

under enemy pressure, often give up ground to buy time, 

thus conserving their flexibility and freedom of action.

The objectives to achieve with an operation of this 

type may be:

• Delay the enemy advance causing casualties that 

reduce their offensive capacity in order to gain time 

for operations later

• Channel and direct the enemy advance towards areas 

where it is vulnerable to an attack or a counterattack 

by its own forces

• Discover the main strengths of the enemy

• Avoid combat in unwanted conditions

These goals can be achieved with a volume of forces 

significantly lower than those required for a defensive 

operation, resulting in always desirable economy 

of resources. Retrograde operations are part of a larger 

scheme of manoeuvre to regain the initiative and defeat 

the enemy. They can improve the current situation 

or prevent it from getting worse. The purposes that can 

be attributed to Retardant Action operations are to gain 

time and place the enemy in an unfavourable position.

Protect and Proceed = DEFENSIVE 
OPERATION = STATIC

Pursue and Prosecute = RETROGRADE 
OPERATION = DYNAMIC
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The new methodology for planning and executing the 

defence of a computer system proposes a change to the 

existing approach whereby one must be fully aware that 

information and ground must be given up to an immensely 

superior and unknown enemy to secure truly valuable 

resources, to the detriment of those that are not.

For this strategy to be successful, the following actions 

should be taken into account:

• Determine the different degrees of resource qualification, 

with special attention being paid to their ability of being 

exchanged or interact, and the lack thereof (critics)

• Delimit delay lines (network zones) within which the 

strategy and alarm systems should be studied

• Plan the course of action for intrusions into each 

network zone, their probable manner of approach, 

and evaluation of probable methodologies

• Plan and carry out complementary deception, security, 

and information operations as proposed by military 

regulations

• Define the line of final delay, or the line not 

to yield, within which it necessary to put all critical 

resources and exclude anyone whose reliability 

cannot be guaranteed

• Define the zones of sacrifice and counterattacks 

(Honey Pots) to break the advance of intruders 

(Detection/Prevention System – IDSs/IPSs)

The diagram below represents the initial concept behind 

this methodology: 
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Source: own elaboration
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The image presents different zones, each of which having 

different security measures, within which we place our 

devices taking into account the profiles of groups that 

can or cannot access them, as well as establish the 

necessary infrastructures consisting of security, monitoring, 

supervision, and management platforms. The arrows in the 

image show how we can define connection flows between 

the zones, considering the directions in which different 

sessions or access dialogues can be established or not.

The novelty of this point of view is that it does not propose 

to keep the intruder out of the computer system itself 

(as all current security plans and policies try to do), but 

to let them enter it gradually in order to fulfil the first 

and fundamental parameter of the strategic decision 

to Pursue and Prosecute and thus realise the true dynamic 

of the defence. Of course, not every intruder will breach 

each defensive line, but their advance will be directly 

proportional to their capabilities. Today, the intruders are 

highly skilled and trained, and they can overcome any 

traditional network defences (routers, proxies and firewalls). 

The only way to make these traditional measures and/or 

countermeasures effective is to observe the intruder's 

behaviour and stop them at the opportune moment.

This strategy proposes observation and interaction until 

this opportune moment called the line not to yield or LRF 

(Line of Final Delay) is reached.

In order to associate the military and computer concepts, 

it is necessary to provide a brief analysis of the military 

doctrine, particularising the aspects of Retardant Action, 

which can give rise to this new cyber defence strategy. 

When this step is taken, the idea to apply military tactics 

to computer science, which is presented in this article, 

lends itself to a consideration of other issues. 

Computer defence by Retardant Action

The military and the business world alike must take into 

account the level at which they are dealing with the 

subject. These levels are usually defined as:

• Strategic (Company: Executive)

• Tactical (Company: Management)

• Operational (Company: Administrator)

The strategic level is a starting point for determining the 

company’s critical infrastructures and defining its priorities, 

assets, or general activities, which in the computer security 

realm is known as the ’risk analysis’. There are already 

numerous market tools and international standards 

to facilitate and guide this analysis. It starts with the 

identification of the company’s assets (in this case the 

critical infrastructures), their assessment, the relationship 

between them, the specific and global risks and the 

impact that the exploitation of either one of them can 

have. Above all, different ‘courses of action’ are proposed 

for the mitigation of risk, which makes it very difficult 

to analyse as it can range from a million-dollar investment, 

to creative ideas, to the implementation of measures, 

to the assumption of full risk. What is critical is that the risk 

management at the strategic level can help estimate costs, 

prepare budgets and then size and allocate the necessary 

resources for the medium and long term. The primary 

responsibility at this level lies in achieving a fair balance 

between the risks assumed and the mitigation strategies.

The strategic level is NOT about who performs the risk 

analysis, but who defines its general scope and then 

decides on the best ’course of action’ when the analysis is 

completed.

In the computer field, all activities related to security 

must be part of a continuous life cycle (ISMS: Information 

Security Management System); it is pointless to have 

reached a maximum threshold of security if it cannot be 

maintained and improved. That is why the final step of this 

first life cycle at the strategic level should define a Business 

Continuity Plan (BCN). Once the evaluation has been done, 

a final effort must be made to ‘imagine’ all the potential 

situations that may put the company’s assets at risk, trying 

to consider the best options to recover their operational 

capacity as much as possible over a certain period of time, 

in line with the principles of the cost-benefit analysis. 

It may seem easy to do, but it is not.

The strategy must be an integral part of cybersecurity and 

should be defined as 'Computer Defence for Retardant 

Action'. For this, the management of the company is the 

one who must define deadlines, resources, and major 

objectives to be met.
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The tactical (or management) level is responsible for two 

fundamental activities:

• Security Planning

• Security Governance

The planning activity must define the life cycle of security 

(ISMS) and design the implementation of the technical 

measures to be applied to mitigate the risks defined by the 

strategic level, thus adapting them to the selected courses 

of action and the resources assigned to each of them.

One of the most important planning activities involves 

infrastructure engineering (the set-up of a plant, change 

management, configuration and inventory management, 

etc.) and the processes that keep security ‘alive’ (incident 

management, access, backup and log management, 

supervision and monitoring, etc.).

Governance is the activity that maintains the robustness 

of the security life cycle by supervising, auditing and 

designing the necessary improvement actions to maintain 

the cycle. We will not go into detail about this activity 

in this article as it is already covered in ISMS and the 

ISO-27000 family of standards that describes in a great 

depth how to carry out this activity of continuous security 

governance.

The points below summarise the steps that must be taken 

at the tactical level to apply Retardant Action to strengthen 

IT security.

1. Carry out as detailed ‘risk analysis’ as possible, 

respecting the basic steps in this process: 

identification and quantification of resources, 

interaction among them, threats, risk and impact, 

and mitigating measures

2. Design or define each of these resources with 

‘Resilience’ in mind. That is, define backups, RTO 

(Recovery Time Objective or Recovery Time) and 

RPO (Recovery Point Objective or Recovery Point), 

recovery procedures, test plans, redundancies, 

high availability, generation of records and alarms, 

protocols of monitoring and supervision, training 

(and redundancy) of operators and administrators, etc.

3. Design a layered security, with the last layer giving 

maximum security (the core of a company’s business) 

or being the Line of Final Delay (LFD). The different 

levels of security define what type of information may 

or may not be yielded, and are directly associated 

with the capacity of the adversary: the more efficient 

they are, the deeper they will dig. The crucial issue 

is to define the last layer that no one can overcome. 

In technical terms, it means to apply a robust policy 

of ‘segmentation of networks’ based on zones. This 

final zone of defence will protect all the elements that 

have been identified as critical for the organisation.

4. Implement robust procedures that regulate all the 

activities in each zone.

5. Implement mechanisms to obtain information from 

the adversary: one of the objectives of each line 

is to detect to enemy in order to have ‘early alerts’ 

and be able to act accordingly.

6. Define measures to exchange time for resources. 

A very important part of the delaying action 

is ‘deception operations’ and ‘information operations’.

7. Evaluate the balance of forces and the losses 

suffered in each confrontation; throughout every 

military operation and confrontation, it is necessary 

to maintain the ‘situation status’, which is described 

in great detail in the Military Operations Order. In the 

case of Retardant Action, in which the confrontation 

happens under unequal conditions, this aspect 

becomes even more important. For the computer 

activity, the vulnerability status must also be updated 

as often as possible. 

Define the Retardant Final Line (RFL) or the Line-not-

to-give: the advantage of a Retardant Action Operation 

is that is allows the opponent to penetrate the system only 

to a certain point called the RFL or the Line-not-to-yield. 

Retardant Action proposes ‘observation and interaction’ 

until the ‘opportune moment’, or RFL, is reached. The 

operational level is the ‘How’ of the entire operation. 

This is the level at which the daily work is done. A Cyber 

Defence Operation under a concept of ‘Retardant Action’ 
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allows no improvisation or deployments that do not have 

a solid international framework.

The basic tools to be able to Pursue and Prosecute that 

must be operated are:

• Governance Tools, Risk and Legal Compliance type 

SandaasGRC

• DDoS Type TMS / Peak Flow mitigation tools for Arbor

• Logs centralisation and correlation tools (SIEM: Security 

Information and Event Management):

• ArcSight de HP

• RSA Security Analytics

• Splunk (it may be disputable whether or not 

it is a SIEM)

• Firewalls (there are hundreds of them in the market)

• Firewalls management tools: 

• Algosec

• Tufin

• Firemon

• Intrusion detection and prevention tools: 

• Snort

• Check Point Intrusion Prevention System

• Cisco Next Generation IPS

• McAfee Network Security Platform

• The new generation of Palo Alto FWs can 

be considered here 

• Network monitoring and supervision tools: within this 

area there are hundreds of tools, generally strongly 

customised to product lines; however, they must be 

able to operate with standardised protocols within the 

families of snmp, syslog, mrtg, etc.

• Ticketing management tools (there are also several 

of them). This point is not as trivial as it may seem, since 

the control of infrastructure, devices, networks depends 

on a strict and safe tracking methodology from the 

moment a breach attempt is detected, change is made, 

incident occurs, technical support is requested, a rule 

is created or modified in a FW or IDS, etc. For any 

of these tasks, it is essential to collect and store their 

entire life cycle (or history) as ‘traceability’ is one of the 

pillars of cyber defence infrastructure.

• Access control tools, type:

• ACS Cisco ACS

• Juniper Series SRC
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Figure 2. Protect and Proceed

Bearing this concept in mind, let us try to contemplate an alternative scenario for an attack vector. When a company’s 

infrastructure and human resources are sufficiently prepared, it can consider deploying the strategy of ‘Pursue and 

Prosecute’ that will allows it to get to the root of the problem and, if properly identified, eradicate it permanently.

If we worked in each of the levels, our response would also impact each one of them, allowing us to ‘Monitor’, ‘Maintain’, 

‘Store data’, ‘Prevent’, ‘Evaluate’, ‘Decide’ as well as adopt ‘Countermeasures’, new rules in the FW, routers, and AntiDDoS 

systems, install new patches and security updates, and finally adopt all the necessary sets of measures.

• NAKINA

• Fortinet Access Control 

• HPNA

• CITRIX

• Jump machines

• Tools for ‘Honey Pots’ 

• Use of ‘probes’ for the capture, interception and 

generation of traffic

• Strict timing synchronisation methodology based on the 

NTP (Network Time Protocol) 

• NOC (Network Operation Centre) 24/7

• SOC (Security Operation Centre) 24/7

• ‘Honey Pots’ tools (view Project: Honey net)

• Efficient and flexible telecommunications 

infrastructure (this point is of vital importance 

because telecommunications cables or optical fibres 

are indispensable for the command and control 

of the operation)

Final graphic summary

Let us imagine a situation where a company is exposed 

to a potential attack. When its infrastructure and human 

resources are not prepared, it must consider applying the 

strategy of ‘Protect and Proceed’, as it is presented in the 

image. The only thing that can be done is to disconnect the 

links (in orange) and turn off the equipment (in orange, too).

Source: own elaboration
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Pursue and Prosecute (RFC-1244)

• If assets and systems are well protected
• If good backups are available
• If this is a concentrated attack occurring with 
   great frequency and Intensity
• If Intruder access can be controlled
• If you have stroog monitoring tools
• If the system administrators know in general 
   what kind of evfdence would lead to prosecution
• If there is established contact with knowledgeable 
   law enforcement

Protect and Proceed (RFC-1244)

• If assets are not well protected
• If continued penetration could result 
   in great financial risk
• If it is impossible to prosecute
• If user base Is unknown
• If users are unsophisticated and their work 
   is vutnerable
• If the site is wlnerable to lawsuits from users, e,&., 
   if their resources are undermined
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Figure 3. Pursue and Prosecute

Figure 4. Protect and Proceed and Pursue and Prosecute

Source: own elaboration

Source: own elaboration
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We warmly invite MA and PhD students 

to take part in the CALL FOR PAPERS 

on challenges in cyberspace within such 

domains as international relations, economy, 

national security, defence, etc.

WHAT?

Once a year, the mesmerizing city of Krakow becomes 

the European centre for strategic discussions 

on cybersecurity, a place of inspiring debates, 

presentations and informal conversations.

Authors of 3 best papers will be invited to take part 

in the specially dedicated panel discussion entitled 

Young Cybersecurity Leaders looking Ahead during 

the IV European Cybersecurity Forum – CYBERSEC. 

The panel will be held under the auspices of the 

overmentioned coalition of universities. 

CYBERSEC is a public policy conference dedicated 

to the pivotal aspects of cyberspace and cybersecurity. 

CYBERSEC gathers more than 1,000 participants from 

around the world, including political decision-makers, 

diplomats, experts, business leaders and academic 

researchers.

Winners will be granted:

- VIP pass for the whole conference including travel 

& accommodation and unlimited networking opportunities, 

- Invitation for afterhours events, e.g. CYBERSEC Banquet,

- Publication of their articles in the European 

Cybersecurity Journal.

LOOKING INTO THE CYBERFUTURE 
THROUGH THE EYES OF YOUNG LEADERS
The Kosciuszko Institute is launching a new initiative addressed to young, ambitious and visionary students intere-

sted in strategic and interdisciplinary aspects of cybersecurity from most renowned academic institutions of the 

entire world. Our aim is to create a coalition of educational institutions that will patronize the quest for young 

leaders aware of high significance of cyber challenges and help them boost their careers in the domain.

The IV European Cybersecurity Forum 

– CYBERSEC will be held on 

8 - 9 OCTOBER 2018 in Krakow, Poland. 

WHEN?

The universities willing to take part in the 

consortium are responsible for sharing the 

information about the call for papers with 

their students. These universities' logos will 

be exposed while promoting the endeavour.

The papers shall be sent till the end of June to 

editor@cybersecforum.eu.

Please find publication guidelines attached.

HOW?

WHY?
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