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Dear readers,

It is my great honour and privilege to present you the new issue of the European Cybersecurity Journal. This edition coincides with a huge milestone for the CYBERSEC family of events. In the first quarter of 2019, CYBERSEC is travelling to Brussels, for the second year in a row, to meet high-level European decision-makers. It will then set off across the Atlantic to Washington, D.C., to tackle digital challenges and advance cybersecurity around the globe.

The year 2019 will certainly be marked by new, challenging and decisive political activities that will affect us all. We will be able to verify how unwavering our trust is in critical processes shaping our democracies and economies in the era of increasing digital turmoil. The upcoming European Parliament elections as well as the presidential elections in Ukraine and other CEE countries are only a few examples of 2019 political highlights that will put the level of resilience of electoral processes in Europe and the overall preparedness of democracies for cyber-enabled threats to the test. Online manipulation and disinformation campaigns jeopardise election outcomes, create confusion and plant a seed of distrust in electors’ minds. “Elections belong to the people. It’s their decision”, stated Abraham Lincoln, and should remain so.

It is worth emphasizing that each year a lot is done to make our cyber world safer and more stable: the entry into force of the NIS Directive and the GDPR regulation in 2018, the advanced work on the Cybersecurity Act, ePrivacy Regulation, the revision of Open Data Directive (PSI) and the ever deeper discussions on the latest technological challenges such as 5G, blockchain, Artificial Intelligence or High Performance Computing. But we still have a lot more to do together. At CYBERSEC 2018, the distinguished conference speakers said with one voice: we need trust, we need tools to provide it, and we need to be agile and less hesitant to act. This statement has never been truer than today.

I sincerely hope that this publication will contribute to boosting our cybersecurity preparedness, taking us closer to securing the world’s digital DNA.

I extend to you my best wishes for 2019! I hope this year we see accelerated efforts to advance the quest for cyber trust and cybersecurity in general.

Enjoy the read!
SAVE THE DATE
FOR OUR 5th ANNIVERSARY

29-30.10.2019
SECURING THE WORLD’S DIGITAL DNA
Thank you, Sir, for finding time for this interview. The European Cybercrime Centre (EC3) was set up by Europol in 2013. How has its role changed from that time? What major shifts in the cyber-threat landscape did you observe over the past few years? Taking into account the increasing degree of digitisation of economies, does EC3 record the growing importance of crimes taking place in cyberspace?

The last years have shown us that cybercrime continues to evolve and mature. Not only using known modi operandi but also taking new forms and directions, cybercrime continues to increase in terms of scope, volume, and damage, as demonstrated in some of the more recent attacks of unprecedented scale. These developments emphasise the importance of EC3’s goal – to strengthen law enforcement’s response to cybercrime and protect European citizens and organisations from online crime.

Since its establishment, EC3 has made a significant contribution to the fight against cybercrime: it has been involved in tens of high-profile operations and hundreds of on-the-spot operational-support deployments resulting in hundreds of arrests. Furthermore, EC3 has analysed hundreds of cases, highlighting the increasing complexity of cybercrime operations and the need for international cooperation to combat them effectively.

Confronting cybercrimes in the digital age

Interview with Mr Steven Wilson, Head of the Cybercrime Center at EUROPOL

Steven Wilson originates from Ayrshire, Scotland. He was a Police Officer in Scotland from 1985-2015. During this time, he served with Strathclyde Police, Scottish Crime and Drug Enforcement Agency, Her Majesty’s Inspectorate of Constabulary and, since 2013, with the reorganisation of policing in Scotland into a national force, Police Scotland. Steven performed a variety of senior Detective roles and was responsible for the national units in Scotland delivering: witness protection, covert technical policing, fugitives, undercover policing, assisting offender programme and all forms of cybercrime and cyber enabled crime including online child protection.

Steven was the Scottish representative on UK cyber governmental and policing groups and led on industry and academic partnership groups on cyber resilience in Scotland. Steven has also worked in covert policing, major investigations, sex offender management, Counter Terrorism investigations and represented the UK on International policing matters.

Steven commenced as Head of EC3 on 18 January 2016.
of thousands of files, the vast majority of which have proven to be malicious.

Not only using known modi operandi but also taking new forms and directions, cybercrime continues to increase in terms of scope, volume, and damage, as demonstrated in some of the more recent attacks of unprecedented scale.

Each year, EC3 reports on key findings and emerging threats and developments in cybercrime in its flagship strategic report, the Internet Organised Crime Threat Assessment (IOCTA). Among other things, a growing use of anonymisation and encryption tools by cybercriminals was reported. This renders many traditional investigative techniques ineffective, and often negates the possibilities of digital forensic analysis.

Ransomware

The threat of ransomware has been significantly increasing over the last years. By 2017 the number of ransomware families had exploded, their impact overshadowing other malware threats such as banking Trojans. Ransomware damages increased fifteen-fold from 2015 to 2017. Even though ransomware has stabilised, it has done so at a high level and it still remains the dominant threat according to the input we received for the IOCTA.

The threat of ransomware has been significantly increasing over the last years. By 2017 the number of ransomware families had exploded, their impact overshadowing other malware threats such as banking Trojans. Ransomware damages increased fifteen-fold from 2015 to 2017.

DDoS

Criminals continue to use Distributed-Denial-of-Service (DDoS) attacks, making them a consistent and growing threat. It is not only one of the most frequent attacks, but it is also becoming more accessible, low-cost and low-risk for criminals.

In April 2018, four administrators of the DDoS marketplace webstresser.org were arrested as part of a complex investigation called Operation Power Off. The Dutch Police and the British National Crime Agency led the investigation, with support of Europol and a dozen law enforcement agencies (LEA) from around the world. The website – where users could pay as little as 15 euros a month to rent out stressers and booters to carry out crippling DDoS attacks – was shut down. This resulted in a 60% decrease in DDoS attacks across Europe. Webstresser.org was considered the world’s biggest marketplace to hire DDoS services, with over 136,000 registered users and 4 million attacks measured by April 2018.

CSE

The threats related to online child sexual abuse have stayed relatively stable. Online sexual coercion and extortion have remained a key threat during the last few years. Live streaming of child sexual abuse has now become an established threat. Offenders are continuing to improve their operational security, making law enforcement agencies’ investigations more difficult.

Darknet marketplaces

Darknet markets have been in the LEA and public spotlight since the takedown of Silk Road. Providing easy access to a wide range of illicit commodities and services, these markets are key enablers for other crimes. Since Silk Road, multiple Darknet markets were taken down. In 2017, Europol was involved in actions to disrupt two of the largest Dark Web marketplaces, Hansa and AlphaBay.

Social engineering

The significance of social engineering within both cyber-dependent and cyber-enabled crime continues to grow. Social engineering can take many forms. Phishing via email is still the most frequent form. This typically involves victims unwittingly installing malware by opening a malicious
email attachment or following a link to a malicious website. This can also be done by phone (vishing) and SMS (smishing).

**The significance of social engineering within both cyber-dependent and cyber-enabled crime continues to grow. Social engineering can take many forms. Phishing via email is still the most frequent form.**

Classic forms of social engineering involve convincing victims to divulge information or act abnormally. Romance scams commonly take place on online dating websites, with scammers using social media or email to make contact. The scammer feigns romantic intention towards the victim to gain their affection. They then tell an elaborate story and ask the victim for money, gifts, or bank account/credit card details. Together with technical support scams (often referred to as Microsoft support scams) and advanced fee fraud, these classic forms still feature prominently in law enforcement reporting and still result in significant financial and emotional damage to their victims.

The financial sector highlighted CEO/business email compromise (BEC) fraud as a key threat in this year’s IOCTA. Attackers impersonate a high-ranking individual within a company in order to initiate fraudulent payments. This kind of fraud can result in significant losses and in some cases has even resulted in bankruptcy for the affected company. Many social engineering scams targeting EU citizens are now being carried out by West African organised crime groups (OCGs). While in 2013 few people had heard of cryptocurrencies, their use has now become mainstream. Not only are cryptocurrencies exploited by cybercriminals, businesses and users of cryptocurrencies are now targets of cyber-attacks, which historically targeted traditional financial instruments.
Now, let’s move to the future – what is cybercrime going to look like? Which technologies and methods of attacks, in your opinion, are going to be the most popular among cybercriminals? Which of them can be of particular danger for the cyber ecosystem as a whole?

Cyberattacks will become increasingly stealthy and harder to detect. As reported in the IOCTA 2018, mobile malware in particular is likely to increase, as mobile banking is overtaking online banking. Insecure Internet of Things (IoT) devices pose a significant threat. The Mirai attack was one of the first prominent examples of the criminal abuse of IoT devices, creating one of the largest DDoS attacks at the time. In 2016, the malware took advantage of poorly protected IoT devices, having no or default passwords. With estimates of something like 20 billion of IoT devices by 2020, this is a major concern.

**Artificial Intelligence**

Artificial Intelligence (AI) will continue to develop and pose new challenges. AI systems are now able to generate synthetic images, text, and audio. Criminals could misuse these abilities to impersonate others online. However, AI also opens up new possibilities for LEA. The promise offered by big data and machine learning can open up a wealth of opportunity to facilitate a more proactive approach towards crime fighting. This will be a key part of EC3’s development strategy as we move into the years to come.

**Critical infrastructure**

WannaCry and NotPetya gave us a view of what a global cybercrime attack destabilising Critical National Infrastructure could look like, and unfortunately it is likely to happen again. The repeated attacks on the Ukrainian power grid and the DDoS attacks on ISPs crippling train networks in Sweden are examples of how this could develop. Because Europe both has an advanced economy which is heavily technology dependent and holds an important geopolitical position, it is a prime target for such attacks.

What are main motivations of cybercriminals? Is financial profit actually the most important incentive for them? Or maybe sometimes it is not about money? What about state-sponsored cyberattacks or the ones that aim to gain information and conduct industrial espionage?

The threat landscape faced by Europe in cyberspace is diverse. In terms of the type of threats as well as the actors behind them. There is a narrowing of the gap or even an overlap between serious organised crime, ‘script kiddies’ and nation-state attacks. This is facilitated and underpinned by a growing crime-as-a-service model that interconnects specialist providers of cybercrime tools and services with an increasing number of organised crime and other actor groups. This not only enables cyberattacks that may misrepresent the technical capability of the actors involved but also further complicates attribution. Both state and non-state actors, after all, can use tools from the same toolbox.

So when we speak of ransomware retaining its dominance and social engineering functioning as the engine for many cybercrimes, this cuts across the different actors. Ransomware is a prime example of this. Whilst it primarily appears to be a crime focused on financial gain, it can also lead to disruption and this may, in fact, be the motive of the perpetrator.

**The threat landscape faced by Europe in cyberspace is diverse. In terms of the type of threats as well as the actors behind them.**

Main motivations for cybercriminals depend on the type of actor. We can speak of cybercriminals who carry out their attacks for financial gain, but at the same time certain cybercriminals are more focused on disruption or showing off their skills. The increasing convergence of criminality makes it more complex to distinguish between actors. Different parties have distinct motives, but they may not be so easily identified. And among those different actors, criminals are
our focus, where state actors fall within the remit of intelligence services.

When a cybercrime occurs, however, we are often left with little concrete evidence to attribute it to a specific threat actor. As we find ourselves in the dark about the origins of the perpetrators, our primary objective remains to support our Member States in the investigation of the cross-border crimes they face and to ensure we are the linking pin in coordinating the law enforcement response.

Much of the cybercrime we face is primarily financially driven, especially since this falls within our domain. There are other developments which are receiving an increasing amount of attention, but they are generally not part of our mandate. This includes influencing the public through fake news.

**Could you describe the cooperation of Europol with the industry? What is the type of companies or institutions that Europol cooperates with? Do they represent specific sectors? Have you noticed in recent years any changes in their approach when it comes to the willingness to share the information?**

While different societal actors play distinct roles in the cybersecurity ecosystem, cooperation between these different groups remains crucial, since each actor may have a different piece of the puzzle.

Many of the operations coordinated and supported by Europol demonstrate how the knowledge, experience, and information held by a variety of public and private parties are indispensable to engage in the successful disruption of criminal processes.

We cooperate with important actors in the private industry. In 2013 EC3 identified the need for establishing Advisory Groups to provide guidance, bring expertise together, and strengthen practical cooperation between LEA and key domains. In 2013 it established Advisory Groups in the areas of Financial Services and Internet Security. In 2015 EC3 added a group on Communication Providers. The members are recruited from experts operating in these respective sectors (for example: McAfee, Mastercard, Vodafone). In November 2018 meetings took place with the three Advisory Groups.

The general impression is that companies are more willing to exchange knowledge and experiences and work together.

---

**Many of the operations coordinated and supported by Europol demonstrate how the knowledge, experience, and information held by a variety of public and private parties are indispensable to engage in the successful disruption of criminal processes.**

For example, the European Money Mule Action (EMMA) – which had its fourth iteration in 2018, which ran for 3 months – bringing together information from both the financial services sector and law enforcement. Europol, along with Eurojust, provided a coordinating role to facilitate the real-time cross-checks against Europol's databases of data gathered during the operations, and to collect intelligence for further analysis as well as swiftly forward and facilitate the execution of European Investigation Orders.

More than 300 global financial institutions were involved in this coordinated operation resulting in the arrest of 140 money mule organisers and the identification of 1500 money mules.

One of the most noteworthy areas of cooperation is the No More Ransom (NMR) initiative at nomoreransom.org – a joint endeavour between law enforcement and industry – with the goal to help victims of ransomware retrieve their encrypted data without having to pay the criminals.

The project has more than 130 partners, and currently helps the public by providing not only prevention advice but also victim mitigation by giving free access to over 50 different tools to decrypt their data. More than 40 000 people and organisations worldwide have had their encrypted files restored as a result of this service.
Our most recent success within NMR was with regard to the most aggressive form of ransomware named GandCrab. Within the first 24 hours of making the decryption tool available, 600 victims were able to release their files.

The complexity of cybercrime continuously requires us to adapt, a key aspect of which is to further strengthen existing partnerships and to identify new partners to cooperate with and new ways of structuring these partnerships.

This is particularly relevant, for example, in the case of our enhanced investment in developing and supporting the development of capacity with respect to virtual currency investigations.

At Europol, we have developed good partnerships with virtual currencies exchanges to ensure we can offer Member States the support they need.

**The complexity of cybercrime continuously requires us to adapt, a key aspect of which is to further strengthen existing partnerships and to identify new partners to cooperate with and new ways of structuring these partnerships.**

Do you see the role of white hat hackers as important in the fight against cybercrime? What are other entities that are important in the overall process of ensuring the proper level of cybersecurity?

White hat hackers play a role in the identification of vulnerabilities and the improvement of the robustness of software. This is, however, more focused on cybersecurity, although we do recognise it could have an impact on cybercrime as well when vulnerabilities are discovered and patched within a reasonable time frame to prevent cyber-criminals from taking advantage of them.

EC3 has partnerships with several important actors in the process of ensuring cybersecurity. In May 2018, Europol signed a Memorandum of Understanding (MoU) together with the European Union Agency for Network and Information Security (ENISA), the European Defence Agency (EDA), and the Computer Emergency Response Team for the EU Institutions, Agencies and Bodies (CERT-EU) to establish a cooperation framework between their organisations. The MoU aims at leveraging synergies between the four organisations, promoting cooperation on cybersecurity and cyber defence, and is a testament to the trusted partnership that exists between these EU agencies.

Legislation is also an important part of providing cybersecurity. Among initiatives to improve EU cyber-resilience, the European Commission put forward a legislative proposal of an EU certification framework for ICT security products and services. The certification will demonstrate that ICT products comply with specified security requirements, making it easier for users to have confidence in the security of these products.

The influence of the users themselves on cybersecurity should not be underestimated. The human factor plays a major role in making businesses vulnerable for cyberattacks. Employees are often uninformed, putting businesses at risk. Research shows that careless or uninformed staff is the second most likely cause of serious security breaches in businesses, second only to malware. This shows it is important to train people to protect themselves. EC3 also plays a role in informing the public. This includes the provision of high-quality, pan-European prevention and awareness campaigns and activities, often in close cooperation with industry partners.

**What should the international cooperation look like? At the transatlantic level – what will be the consequences of the CLOUD (Clarifying Lawful Overseas Use of Data) Act in practice? And at the EU level – is the ‘Proposal for a Regulation on European Production and Preservation Orders for electronic evidence in criminal matters’ a step forward in ensuring effective investigation and prosecution of crimes? What should the access to e-evidence across borders and public-private cooperation look like? How can we prepare law enforcement agencies and the judiciary to counteract these processes?**
Crimes committed with a cyber component are inherently transnational and therefore illustrate the necessity for international cooperation. Within the cybersecurity ecosystem, the European Cybercrime Centre (EC3) fulfils through its very nature a unique role in the fight against cybercrime. Due to its ability to act as a coordinating and supporting platform, EC3 brings both people and information together to enable the Member States in cooperation with various partners to carry out critical operations.

Concerning the consequences of the CLOUD Act and the Proposal for a Regulation on European Production and Preservation Orders for electronic evidence in criminal matters, the availability of electronic evidence is crucial in any cross-border investigation (and not limited to cyber cases). Its importance will continue to increase considering the ever-growing digitalisation of communication.

For Europol, the importance of the matter cannot be underestimated as Europol’s business model relies on the availability of up-to-date evidence, purpose-fit for use in courts. From Europol’s perspective, a Union-level agreement would be preferable compared to a fragmented legal landscape. It is too early to define a possible role for Europol in this context until the deliberations at the political level provide for more clarity. Europol stands ready to support EU efforts in exchanging electronic evidence. The technical infrastructure and expertise already available at Europol could facilitate EU cooperation with the US if this was deemed legally feasible and considered appropriate by our stakeholders.

And last but not least, to summarise, what would you say is the single biggest challenge the law enforcement entities face right now?

The loss of data is an ongoing challenge and impacts the heart of our work. A combination of legislative and technological developments, such as 5G and the redaction of WHOIS, will significantly inhibit the attribution and location of suspects for law enforcements and security researchers. Also, cybercriminals’ continued abuse of encryption is making it more and more difficult to obtain information. In response to this challenge, Europol is cooperating with the Joint Research Centre of the Commission to further develop advanced decryption services to the EU member states.

Questions by: Barbara Sztokfisz
Welcome, Kim, and thank you for accepting this interview. As a first question, I would like to ask you to describe your book. I was reading through and I thought: Is this a documentary? Is this a historical thriller? Is this a career guide? How would you describe it?

I like the idea that it would be a thriller. It is authentic, it is nonfiction. The story of the creation of Stuxnet, and more significantly its discovery and how it was taken apart, is told like a detective story. It is about the researchers who initially discovered it, beginning in Belarus and then around the world, and about how other researchers in the US took it apart. It is in fact a story of how they figured out what it was designed to do, how it was created, but also what were the ramifications of Stuxnet. One of my goals was, first of all, to shine a light on the work that cybersecurity researchers do, which

I find fascinating, and the expertise that they put into these kinds of activities to help give us more security. Stuxnet really changed their job. It politicised cybersecurity research and I wanted to address that aspect, especially for an international company like Symantec, which is where the researchers were from.

One of my goals was, first of all, to shine a light on the work that cybersecurity researchers do, which I find fascinating, and the expertise that they put into these kinds of activities to help give us more security.

When you say that cybersecurity research was politicised, what do you actually mean by that?

It became obvious very quickly – within the first couple of weeks after the researchers started
examining it – that Stuxnet was a nation-state attack. Given who the target was – Iran – there weren’t that many nation-states that were capable of the kind of sophisticated attack this was, and that also would have the motive to attack Iran. It was down to only a handful. It became clear pretty early for them that it was probably created by the US.

Symantec is based in the US, but it is an international company. At that time, this was the first real APT (advanced persistent threat) nation-state attack. Certainly, we have had some Chinese APT attacks that targeted the US in 2010, but this was the first time that we were looking at an international company investigating an attack that had been launched by their own country. The researchers were not told to abandon the research and were able take the code apart, so they continued to reverse-engineer it. Over the period of four months, they published multiple progress reports and they told me that no one interfered, no one came to them from the government, no one came to them from management at Symantec and told them to stand down or not to publish something. I don’t think that would be the case today.

Considering the place, how difficult was it to research the book and how difficult was it to get it published? Was there any official pushback, did you encounter any opposition?

No, no pushback at all and certainly not from the government. In fact, after the book was published, people really embraced it. I got a lot of gratitude from government figures who felt like the issue of cyber warfare wasn’t being discussed, that it was kept classified and under wraps. They told me that having it out in a book allowed them to point to it in discussions, in classes and among military personnel.

As I said, it was quite difficult to classify exactly what your book is. I was also curious to know what your intended audience was.

I was aiming it at people who wanted to get into the cybersecurity field, but also at the general public, to let them know that this is something our government and other governments are engaging in and we need to be aware of it. And I was really aiming it at policy-makers as well, who weren’t aware that this was going on and weren’t aware that the techniques and the tactics were far ahead of policy-making, so we needed to catch up.

It is incredibly detailed. But for our technical audience, what do you think the most important takeaways would be?

Stuxnet was considered state-of-the-art at the time. It was discovered in 2010 and what it was designed to do was phenomenal. This was the first digital attack that leapt from the digital world into the physical world, causing physical destruction not to the computers that were infected, but to devices that these computers controlled – the Iranian centrifuges. It did it in a really ingenious way. It got onto the system and it maintained its presence for years.

The first infection was probably around late 2007, and it wasn’t discovered until 2010, meaning that it remained under the radar for three years. During that time, Stuxnet would record the normal operations of the computers and the centrifuges: the speed at which they were spinning, the temperature and pressure inside. In addition, while it was sabotaging the system, it was feeding false data back to the operators so that they couldn’t see on their monitoring stations what was happening to the centrifuges. Stuxnet was also designed to look for attempts to find it. If the engineers at the Natanz facility saw that there were issues with the centrifuges and couldn’t figure out what was happening, of course, one of the first steps they would want to take is to look at the code on the devices and see if it had been corrupted in any way. Stuxnet was actually looking out for that, looking for any commands that were designed to read the coding on the system, and it would intercept that code going back to the monitors and scrub clean all of its malicious code, so that only disinfected code would be delivered to the engineers. And if they decided to wipe the systems clean and restart with new
code, Stuxnet was watching for that as well. It would grab any new code coming in and inject its malicious code into those code blocks so that it remained active all the time.

**This was the first digital attack that leapt from the digital world into the physical world, causing physical destruction not to the computers that were infected, but to devices that the computers controlled — the Iranian centrifuges.**

I must say I really enjoyed how smart this was, and I think my favourite was the doppelganger DLL. I just wonder what was your favourite method or technique as you went through? What caught your imagination the most?

I think it was the way it maintained secrecy and persistence, the way that it recorded the normal operations and then fed back that information to the operators to keep them in the dark about what was happening. But I should point out that once Stuxnet was discovered, and the researchers were able to fingerprint it to find the code it was using, the encryption keys and other related things, this actually allowed them to find a whole host of other malware written by the same group of attackers.

Nation-state attackers have learned lessons from Stuxnet. For instance, you don’t re-use code, because once one piece of your code is discovered, then if you have re-used it in other weapons, those are also going to be discovered quickly. When Stuxnet fell, there were about half a dozen other major pieces of malware that the US and Israel had designed that also fell subsequently afterwards. That part was really interesting to me. They invested so much time and so much money in this very expensive tool. They created an entire platform around it for spy tools. In order to make a precision weapon designed to only attack one very specific facility, the code had to be very precise. And in order to write precise code, you have to know exactly the configuration of the system that you are attacking. That must have taken a lot of intelligence. These were systems that weren’t connected to the Internet, so they designed espionage tools to extract that configuration information. And all these tools were related — they used the same infrastructure, the same code for exfiltration of data. And when Stuxnet fell, all the rest of them fell as well.

**Nation-state attackers have learned lessons from Stuxnet. For instance, you don’t re-use code because once one piece of your code is discovered, then if you have re-used it in other weapons, those are also going to be discovered quickly.**

Talking to the research community, do you think Stuxnet has helped improve the security of industrial control systems and critical infrastructure?
Yes, immensely. Prior to the discovery of Stuxnet, no one was really paying attention to industrial control systems. Researchers at Symantec had never looked at industrial control systems before.

Stuxnet was written in a unique language used by such systems, and it was a language the Symantec researchers had never seen before. For them, reverse-engineering the malware wasn’t just about trying to figure out what the binary was designed to do; because it was written in a programming language that they didn’t understand, even when they reverse-engineered the code, they couldn’t understand the commands describing what it was doing. So, they reverse-engineered it in one stage, and then it is still a foreign language to them. They had to learn what that coding language was in order to decipher what the commands were.

Stuxnet created widespread interest in cybersecurity focused on industrial control systems. This is a niche aspect of cybersecurity, and there weren’t that many people involved in it at that time, in 2010. There were maybe three or four companies that excelled in this; and now there is a whole host of companies that are focused on critical infrastructure and industrial control systems.

You mentioned one of the researchers said that he expected a wave of copycat attacks in the wake of discovery, but it hasn’t really happened. Why, do you think?

We all thought that once Stuxnet was discovered and taken apart, it opened the way for attacks on critical infrastructure. Because it didn’t just shine a light on the vulnerabilities with industrial control systems for security researchers, it also shone a light on these vulnerable systems for attackers and gave them ideas about launching similar assaults. So, everyone thought that critical infrastructure would be inundated with a lot of attacks, but they weren’t. I think that is partly because these systems are pretty sophisticated. If you want to just cause a random destructive attack, it doesn’t take a lot of skill, but if you want to launch a stealth attack and a precision attack like Stuxnet was, it does take immense skill and testing. One of the reasons we haven’t seen other attacks like Stuxnet is that the people who have the will don’t have the skill, and people who have the skill don’t necessarily have the will yet.

But there should be a caveat to that: we don’t know what we don’t know. We see power outages all the time, and there was a series of pipelines explosions in Iran around the same time Stuxnet was attacking the centrifuges. Pipelines use the exact same industrial control systems that Stuxnet was attacking. There are always these sorts of incidents that happen around the world, and usually they are attributed to a non-cyber-related cause — not a cyberattack. But we don’t know if those are the real explanations or if some of these have been caused by cyberattacks.

Actually, we did see a comparable attack to Stuxnet — the Ukraine power outage in 2015. It wasn’t as sophisticated as Stuxnet, and the degree of destruction was different too. But that was the second time we saw a nation-state going after the critical infrastructure of another state in an attack that caused some physical effect and some physical damage.

Your book makes it very clear that those who put the Stuxnet attack together went to extraordinary lengths to make sure that it couldn’t be traced back to them, and yet we have this attribution to the US and Israel. How did that happen?

This was interesting. One of the first things that President Obama reportedly asked after it became clear that Stuxnet had been discovered was whether it could be traced back to the US. He was told that it was absolutely impossible. It is true, from the code, it can’t be traced back to the US definitively. But we don’t do attribution just through code forensics. We do attribution through signals intelligence and through journalists reporting from anonymous sources. Iran didn’t have the
signals intelligence to be able to trace it to the US, but there were anonymous sources who told reporters that the US and Israel were responsible for it. And the US and other countries, of course, do have the ability to collect signals intelligence in order to trace and attribute attacks. Even when we see false-flag operations designed to forensically confuse investigators by introducing code that could point to another country, signals intelligence can still sometimes determine the true source of an attack. The signals intelligence seems to be the most reliable method at this point for attribution, along with reporting by journalists with anonymous sources.

Do you think there has now been a change of approach? Of my discussions with Howard Schmidt¹, he was always concerned about the boomerang effect. Unlike conventional arms, the evidence of what you did in cyberspace is not destroyed for the attackers and so it can always come straight back at you. Do you think there has been a shift in governments’ approach to this?

I think there is recognition that with a digital weapon someone can reverse-engineer the code and design an attack that comes back at you. But I think that even though there is that caution, the resistance to using digital weapons, at least in the US, has dropped. I went into the book thinking that there was no way that Stuxnet was the first digital weapon the US had used. It just didn’t make sense to me, because they had started doing research on these types of weapons back in the mid-90s. I was convinced this was not the first. But when I spoke with General Michael Hayden², he said that the legal barriers to getting something like this past the lawyers were so great that most of the time they didn’t even suggest such operations. But Stuxnet was the proof of concept. It showed people who didn’t know about this, it showed the government and policy-makers within the military, what the capabilities were. It proved itself. It lessened the barriers, and we have seen it with President Trump who initiated policies to increase the use of offensive operations. Reluctance is gone, and it is just a matter of legal discussions now on how to make it work.

Unsurprisingly, the book ends with a bleak note about opening the digital Pandora’s box. Where does this lead us?

Stuxnet opened the door for other countries to follow suit. Basically, it gave permission to see such offensive operations as a viable option for resolving their political disputes. Of course, that also opened the way for attacks from countries that don’t have the resources to conduct a traditional physical kinetic attack — countries that either don’t have the military to do such attacks or don’t have the ability to be stealthy. You don’t need a lot of resources to mount an ordinary offensive cyberattack against critical infrastructure. You do need resources for something exactly like Stuxnet, that is precise and brimming with stealth capability, but you can hire the skillset. There are hackers who are mercenaries. Stuxnet opened a whole new vista for other actors to follow suit, and after Stuxnet, more than 20 other nations announced plans to develop capabilities to launch offensive operations.

I thoroughly enjoyed this book and I recommend it to anyone who is interested in cybersecurity and in Stuxnet. Let’s hope that the lessons will be learned. Thank you.

Interviewer: Warwick Ashford, Security Editor at Computer Weekly

This article is based on an onstage interview that took place on 8 October 2018 at the 4th European Cybersecurity Forum – CYBERSEC 2018 in Krakow, Poland. It has been edited for clarity.

¹ Howard Anthony Schmidt was cybersecurity coordinator for the Obama administration from 2009 to 2012
² General Michael Hayden was director of the Central Intelligence Agency from 2006 to 2009 and director of the National Security Agency from 1999 to 2005.
1. Recapping: Information Sharing as an Element of Cybersecurity

In the first section of this two-part article (Housen-Couriel, 2018), we argued that information sharing (IS) among private sector and governmental entities can serve as an effective tool for bolstering cybersecurity and mitigating damage caused by hostile cyber incidents. Nonetheless, in the absence of regulation mandating IS, private sector actors may be reluctant to share information voluntarily; and even when government regulation requires IS, private sector actors' participation may not be optimal. The drawbacks they currently ascribe to IS platforms include imperfect trust relationships among participants; a lack of transparency regarding the efficiency and confidentiality of the IS process; exposure to legal liability with respect to the information shared (i.e. protected personal data or intellectual property); and operational and personnel costs related to participation in IS platforms (ENISA, 2017).

In the second part of this two-part article, we briefly analyse and compare two current IS developments in light of these overarching concerns. The first is the 2016 EU Network and Information Systems Directive (NIS) that came into effect in May 2018; and the second is Israel's Cyber and Finance Continuity Center (IFC3), established in January 2017 as a joint initiative of the Ministry of Finance and the Cyber Directorate (Ministry of Finance, n.d.; Ministry of Finance, 2017, September 4). NIS is a mandatory regulatory framework that applies to all EU member states and, once fully transposed, to a broad spectrum of organisational sectors in which states designate the operators of essential services (i.e. energy, transport, water supply) and to digital service providers.

---

1 Directive 2016/1148 concerning Measures for a High Common Level of Security of Network and Information Systems Across the Union, 2016 OJ (L 194/1) [hereinafter NIS].

2 The deadline for NIS transposition was set for May 9, 2018; as of this writing 12 of the 28 member-states have taken action (Cyprus, Czech Republic, Estonia, Finland, Germany, Italy, Malta, Netherlands, Slovakia, Slovenia, Sweden, UK). See European Commission. (2018, May 4).
Under the NIS, member states are required to exchange cybersecurity-related information on an ongoing basis; and domestic operators and providers, including private sector actors from seven diverse sectors, are required to share information through a regulatory notification regime. In contrast to the NIS model, the IFC3 is a national IS platform, specific to the financial sector, and voluntary.

In the first part of the article we examined IS as a measure that contributes to optimal jurisdictional cybersecurity, whether the jurisdiction is sectoral, national, or trans-national. In this second part, we analyse and compare the IS measures and modalities of NIS and the IFC3 as well as several issues that emerge from their comparison. The conclusion points to two key future challenges: (a) the special case of IS arising from responsible disclosure of cyber vulnerabilities; and (b) the imperative to include new stakeholders, such as individual end-users of cyber products and services, in innovative ways that maintain trusted IS relationships.

3. Information sharing under the EU NIS Directive

The EU has moved ahead in recent years with several key regulatory developments to increase cybersecurity, including its 2013 Cybersecurity Strategy (European Commission, 2013, February 7), the 2016 Communication on Cyber Resilience (European Commission, 2016, July 5), the GDPR, and upgraded authorities for the European Agency for Network and Information Security (ENISA). In the context of these developments, the NIS Directive entered into force in August 2016 with a deadline of May 9, 2018 for transposition into national laws of member states (NIS, 2016, Article 25). The directive establishes a pan-EU framework for regulatory measures and technical requirements to support IS among relevant state and private sector actors to counter cyber risks and hostile incidents, while safeguarding protected personal data and other protected data types (ETSI, 2017, p. 7).

The goal of the NIS is to achieve a high common level of network and information security among member states by requiring them to implement a basket of common measures for cooperation at two interlocking levels: (a) the multilateral EU plane; and (b) within member states’ domestic jurisdictions (ETSI, 2017, pp. 5-6).
IS constitutes a key element at both the EU and national levels and is established to support the overarching NIS goals for cyber incident management and response, as well as building trust among stakeholders. The key paradigm is that of “structured information sharing” regarding incidents and risks, implemented at both the EU and national levels (ETSI, 2017, pp. 6, 11-12). NIS establishes two types of IS through notification: compulsory and voluntary.

3.1 Compulsory notification requirements

The first IS context is the compulsory notification requirement for cyber incidents having a "significant impact" that devolves upon designated operators of essential services, and a similar "substantial effect" for digital service providers. Articles 14 and 16 of the NIS Directive set out this requirement in similar language, as follows:

Member States shall ensure that operators of essential services notify, without undue delay, the competent authority or the CSIRT of incidents having a significant impact [“substantial impact”, for digital service providers] on the continuity of the essential services they provide [or on the provision of a service they offer]. Notifications shall include information enabling the competent authority or the CSIRT to determine any cross-border impact of the incident. Notification shall not make the notifying party subject to increased liability.

This provision is applied in the first instance within a national jurisdiction, and thus determines the significance or substance of the impact of a given incident subject to the common NIS criteria provided in Articles 14(4) and 16(4). The national competent authority or CSIRT then determines whether the information should be shared with other EU member states. At this second level of trans-national IS among EU members, explicit substantive constraints on IS apply, as follows:

- The information exchanged is limited to data which is relevant and proportionate to the purpose of the IS (NIS, 2016, Article 1(5); 12(3)(b) and (c); Recitals 40-41);
- The confidentiality of information is preserved, as are the security and commercial interests of operators and providers (NIS, 2016, Article 1(5); 12(3)(b) and (c); Recitals 40-41);
- GDPR safeguards apply with respect to IS of personal data (NIS, 2016, Article 2);
- IS takes place without prejudice to essential national security interests under Article 346 of the TFEU (NIS, 2016, Article 1(5));
- Trans-national IS carries forward the exemption from increased liability for the notifying party specified in Articles 14 and 16.

3.2 Voluntary IS

The second context is IS through voluntary notification. This mode of information sharing is established under NIS Article 20 for "any reasonably identifiable circumstance or event having a potential adverse effect on the security of networks and information systems..." (ETSI, 2017; NIS, 2016), as follows:

Entities which have not been identified as operators of essential services and are not digital service providers may notify, on a voluntary basis, incidents having a significant impact on the continuity of the services which they provide.

The same explicit legal constraints apply to voluntary notification as have been specified above, with respect to compulsory notification requirements (NIS, 2016, Article 20(1)). Thus, some of the normative challenges for private sector participants for voluntary IS that were noted in section 2 above have been addressed explicitly within NIS, with

---

8 See the criteria for determining “significant impact” in NIS Article 14(4) and “substantial impact” in NIS Article 16(4); and Annexes II and III and Recitals 9–20 on criteria for member states’ to designate their operators of essential services and digital service providers.

9 There is a certain overlap of the two contexts, for example in NIS Article 14(5). For the reporting procedures on the part of operators and service providers, see Articles 6.14–17. In this context the NIS adopts the terminology of “information exchange” rather than IS, to which it refers exclusively in the context of preserving trusted legacy IS mechanisms (NIS Article 5 and Recitals 35 and 59).
safeguards provided by commercial confidentiality and personal data protection specifically incorporated. Moreover, entities that opt for voluntary notification do not incur any of the additional responsibilities that may follow from obligatory notification, such as being required to notify the public regarding a specific cyber incident.

Finally, the modes of implementation of IS in both the obligatory and voluntary contexts are described in NIS Articles 8-13. The national competent authorities are charged with this responsibility through their participation in the Cooperation Group (NIS, 2016, Article 11); and the requirement that they designate a national CSIRT to participate in the pan-EU CSIRT network. The CSIRTs themselves are charged with operative IS which is, for the present, voluntary for private sector stakeholders unless their participation is compelled by other, non-NIS regulation. The relevant NIS Annex, entitled “Requirements and Tasks of CSIRTs,” stipulates their monitoring of risks and incidents; the provision of alerts and other operative indicators to stakeholders; as well as support for incident response.

Although the NIS has only recently come into force, the mandated IS platforms are already in place and operational: and the directive is likely to incentivise and optimise participation in these existing IS platforms.

In summarising this brief look at IS under the NIS, we emphasise the explicit substantive safeguards that obtain at both the national and trans-national levels: the confidentiality of shared information is preserved, as are the security and commercial interests of sharing entities and their exemption from any increased liability. Moreover, at the practical level, the inclusion of CSIRTs as the operational infrastructure of this directive builds existing IS capabilities into the new legal framework: all EU member states currently have CSIRTs (or similar CERTs) in place (ENISA, n.d., p. 25). The NIS promotes a formalisation of their mandate and operations as part of the pan-EU IS infrastructure. Moreover, ENISA has initiated a CSIRT assessment program in the NIS framework, including an EU-wide accreditation scheme (ENISA, 2016, p. 25). Thus, although the NIS has only recently come into force, the mandated IS platforms are already in place and operational: and the directive is likely to incentivise and optimise participation in these existing IS platforms.

4. Information sharing at Israel’s IFC3

4.1 Regulatory background: an absence of obligatory IS

Israel’s regulatory engagement with various aspects of cybersecurity at the national level began relatively early in the mid-1990s with several legal initiatives, including the Computers Law of 1995, the Law for Regulating Security in Public Bodies of 1998 and Resolution B/84 of the Ministerial Security Committee Decision of 2002 (Tabansky and Ben Israel, 2015). A major focus on a national strategy, institutional preparedness and workforce development began with the August 2011 government resolution No. 3611 entitled Advancing National Cyberspace Capabilities and establishing the National Cyber Bureau (NCB) as the lead governmental agency for cybersecurity policy coordination. Two subsequent government resolutions followed in 2015, Advancing National Regulation and Governmental Leadership in Cyber Security (No. 2443) and Advancing the National Preparedness for Cybersecurity (No. 2444) to promote specific elements of national

---

10 “Voluntary notification shall not result in the imposition upon the notifying entity of any obligations to which it would not have been subject had it not given that notification”, NIS Article 20(1).

11 NIS Article 12. The national CSIRT must be provided with adequate support for fulfilment of its tasks (NIS Article 9).

12 See, for instance, NIS Article 1(7).
cybersecurity, including the establishment of a national CERT and the first references to IS measures (Housen-Couriel, 2017). Resolution 2443, which addresses internal government measures, mandates development of “processes for information sharing inside the government, including reporting to the National CERT” (Government of Israel, 2015a, Article 3c of Addendum E). The complementary Resolution 2444, which addresses the Israeli cyber ecosystem as a whole, charges the National Cyber Bureau with establishing, together with the National Cyber Authority:

A national technological and organisational infrastructure for early warning, analysis, alert and sharing of information, in order to expose and identify cyberattacks on the State of Israel. This will be in accordance with the recommendations to be formulated [...] with regard to aspects related to the establishment of this infrastructure [...] including the scope of information to be collected, the format of its use, and how it is to be protected and shared. (Government of Israel, 2015b, Article 5)\textsuperscript{14}.

Thus, Resolution 2444 explicitly mandates the establishment of a national IS mechanism, although it refrains from imposing a regulatory requirement on organisations for information sharing or notification. Indeed, at present there are no compulsory IS measures for cybersecurity in Israel that are imposed on private sector entities by national legislation\textsuperscript{15}. Some notifications are required by certain entities that are classified as critical infrastructure, although such notifications are largely not transparent to the public and are not categorised as IS for present purposes (Haber and Zarsky, 2017)\textsuperscript{16}.

\subsection*{4.2 Information-sharing developments in the financial sector}

Nonetheless, interesting developments with respect to sectoral information sharing are evident in two promulgated directives that relate to IS in the banking and financial services sectors. The first is the Bank of Israel's March 2015 Cyber Defense Management Directive No. 361, which provides that “[t]he banking corporation shall share information that may help other banking corporations in handling cyber threats” (Bank of Israel, 2015), via modalities which will be determined by future directives that have yet to be published at the time of this writing. The second is the Supervisor of Capital Markets’ August 2016 Directive on the Management of Cyber Risks, which prescribes an obligation on financial sector organisations only to consider sharing information with Israel’s national CERT that may be relevant to cyber risk or to operative situations (Supervisor of Capital Markets, 2016, Article 5(a)(1)(b))\textsuperscript{17}. A third relevant regulatory development for information sharing is the March 2017 Public Statement issued by Israel's Antitrust Authority, providing clarification on IS for cybersecurity for all Israeli organisations and exempting such IS from antitrust sanctions when certain conditions are fulfilled (Antitrust Commissioner, 2017).

Thus, despite this lack of any formal, compulsory regulatory requirements prescribing the parameters and modalities of IS for Israel's financial sectors, sectoral interest in a viable IS platform has been awakened and has motivated a high level of participation in voluntary IS through IFC3. We propose that this interest may also be motivated requirements to notify the data privacy regulator about certain incidents under Article 11 of the Privacy Protection Regulations (Data Security) 5777-2017, and the Israel Stock Exchange about risks and incidents that may have a significant impact on a company or its share price (Article 36, Securities Regulations (Periodic and Immediate Reports), 5730-1970).

\textsuperscript{14} See also Article 2 on the National Cyber Authority’s responsibilities with respect to fostering cooperation among various sectors.

\textsuperscript{15} Such compulsory measures have been included in a proposed bill for Israel’s national cybersecurity law of June 2018 (Government Bill on Cybersecurity and the National Cyber Directorate 2018 (in Hebrew), at 40 and Articles 16, 17, 65 and 66). Moreover, in the explanatory notes to the Bill there is an explicit reference to the NIS provisions for IS (at 15).

\textsuperscript{16} Critical infrastructure systems are subject to IS requirements that are largely non-transparent. There are also regulatory requirements to notify the data privacy regulator about certain incidents under Article 11 of the Privacy Protection Regulations (Data Security) 5777-2017, and the Israel Stock Exchange about risks and incidents that may have a significant impact on a company or its share price (Article 36, Securities Regulations (Periodic and Immediate Reports), 5730-1970).

\textsuperscript{17} Reporting to the Supervisor of Capital Markets is required only for two types of “significant” incidents (Article 5(a)(11)). See also the support given by the Capital Markets Supervisor for the contribution of IS to cybersecurity following an audit of cybersecurity in this sector (Supervisor of Capital Markets, Results of a Cyber Audit, 8.7.2018. (in Hebrew)).
by the need to comply with other required elements of the Bank of Israel and Capital Markets directives, IS having become increasingly critical to effective organisational compliance to these other stipulations.

4.3 The establishment and operation of IFC3

In January 2017 the Israeli government established the Cyber and Finance Continuity Center (IFC3) under the joint aegis of the Ministry of Finance’s Cyber, Emergency and Security Division and the Cyber Directorate (Weis, 2017, September 17). These two government regulators currently operate IFC3, which is located on the premises of Israel’s national CERT in the southern city of Beersheba. At present, around forty organisations voluntarily participate in the IS platform on the basis of CERT-IL’s declaration of operating principles and a non-disclosure agreement to which each organisation has adhered (National Cyber Authority, n.d.). They include all major banks, credit card firms, financial services firms, financial trade associations, and financial utilities and insurance companies (Ministry of Finance, 2017, September 4).

The IFC3 divides its IS capabilities into four areas: general cybersecurity, cyber fraud, business continuity, and innovation (Weis and Shtokhamer, 2017, June 25; Shtokhamer, 2018, June 19). In its first six months of activity, IFC3 prepared and distributed to its members 120 alerts based on shared information; dealt with 45 sectoral hostile cyber events, including the WannaCry ransomware attack in May 2017; and conducted a cyber exercise together with similar centres outside Israel (Weis and Shtokhamer, 2017, June 25).

The response of IFC3 to the WannaCry events, in particular, exemplified the importance of sector-wide IS and response coordination. The outcome of a relatively low rate of WannaCry impact on the Israeli financial sector cannot be attributed solely to the IFC3 platform’s IS, yet participants have stated that the IS measures were effective in real-time and it may have been a contributing factor (Weis and Shtokhamer, 2017, June 25). The high level of de facto participation in the WannaCry simulation and the IS around actual events is attributed to the trusted environment that has demonstrated its reliability and value to users over a relatively short period of time (Weis, 2017, September 17).

5. Analysis and insights

In comparing the EU’s NIS-mandated platform for IS and Israel’s IFC3 it is clear that both models use IS as part of a broader jurisdictional and policy approach to cybersecurity. Their comparison and analysis below address three aspects:

- **Formal regulatory requirements v. voluntary participation**

The EU has taken a more formally regulated approach that provides for relatively complex institutional interaction (Cooperation Council, 28 national competent authorities, points of contact, and a network of CSIRTs). It also requires national legislation for its full implementation. In contrast, Israel has yet to regulate mandatory IS at the level of national legislation: government decisions, sectoral directives, and some second-tier regulation, including CERT-IL’s declaration of operating principles, constitute its current provisions in this matter.
• Scaling up: intra-sectoral, inter-sectoral and inter-jurisdictional IS

It may be argued that the IFC3 model more readily bolsters trust relationships because of the smaller number of participants than those in the national CERTs and pan-EU IS mechanisms. The sectoral model provides sharers with a common professional language, understanding of risk and regulatory constraints; and professional networks and connections may ease voluntary participation in an IS platform\textsuperscript{18}. NIS may be able to leverage this IFC3 advantage by eventually “sectoralising” its CSIRT network; on the other hand, the IFC3 stands to gain by scaling up to collaborate across other Israeli sectoral lines\textsuperscript{19}. In accordance with the network advantages that can be gained by inter-jurisdictional IS, both models incorporate mechanisms for such sharing, although they are beyond the scope of the present analysis (NIS, 2016, Article 13; National Cyber Authority, n.d.).

• Substantive constraints on IS

NIS provides a key element missing from the Israeli model: explicit substantive constraints with respect to the relevance and proportionality of IS, confidentiality and data protection, and the limitation of liability for sharers. These important constraints are likely to contribute to the long-term credibility of the NIS platform, as sharers can better understand the parameters of their participation, calibrate expectations, and have recourse should such issues arise. The IFC3 currently relies upon two informal documents for elaboration of these constraints, the Antitrust Authority’s Public Statement of March 2017 and the CERT Operating Principles. Although it may at present be able to resolve these considerations “in-house”, by leveraging the trust relationships that have developed through utilisation of the platform and its reliability, it is critical for Israel’s evolving IS platforms – IFC3 and others – that overarching principles and legal constraints be in place transparently and at the legislative level for this evolution to proceed in an optimal manner\textsuperscript{20}.

In comparing the EU’s NIS-mandated platform for IS and Israel’s IFC3 it is clear that both models use IS as part of a broader jurisdictional and policy approach to cybersecurity.

6. Conclusions and next challenges

As discussed in the first part of this article, differing approaches to the regulation of IS platforms have an impact on their effectiveness. In particular, the ways in which government actors and private sector entities interact for IS and whether interactions are obligatory or voluntary are likely to drive levels of trust that contribute to the optimisation of IS platforms for private sector institutions and to incentivise their participation.

We noted at the outset of this article that both NIS and IFC3 are in the early stages of their development and that additional praxis is necessary to draw firm conclusions about improving these IS models. In conclusion, we argue that practical experience not only needs to be garnered, but that it is critical to share the benefits and drawbacks of these IS platforms with a broader community of IS practitioners, regulators, and academics. Confidentiality is core to effective and reliable information sharing; yet to the extent that models, measures, and effective guidelines are, in their turn, shared – best practices for IS will emerge and have the potential to enhance cybersecurity across jurisdictions. Such best practices include automated protocols and tools for IS, a sharer option for anonymity with respect to other sharers, a high level of security and resilience for platforms, and inter-jurisdictional scaling up.

\textsuperscript{18} See an alternative view in Siboni and Klein (2016).

\textsuperscript{19} This may already be occurring within CERT-IL, although there is no mention of it in the CERT Operating Principles. See National Cyber Authority (n.d.), CERT Operating Principles, definition of “Cooperating entities”.

\textsuperscript{20} The proposed government cybersecurity bill does address this issue (supra note 15).
Practical experience not only needs to be garnered, but that it is critical to share the benefits and drawbacks of these IS platforms with a broader community of IS practitioners, regulators, and academics.

Significant challenges lie ahead for IS to ensure that the information shared is consistently relevant, timely, and sufficiently detailed to bring real added value to sharers in the IS process – be they government or private sector actors. Moreover, as our understanding of hostile activity in cyberspace and its indicators expands, IS measures and capabilities will need to develop in tandem.

We conclude by noting two future challenges for IS platforms, as they become increasingly critical to cybersecurity. The first is the development of needed levels of their confidentiality and robustness, so that they may be leveraged for the responsible disclosure of vulnerabilities through IS (The White House, 2017; National Cyber Security Center, 2013; Herpig, 2018). Secondly, new measures are needed for the inclusion of stakeholders that bring new types of data and diverse perspectives to the IS platform, such as individual end-users of cyber products and services, while ensuring that trusted relationships among sharers and the added value of IS for all of them are maintained.
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The future is here – it’s just not very evenly distributed.

William Gibson, Sci-Fi Author
Introduction

While still at a nascent stage of adoption, blockchain technology may give impetus to the fourth industrial revolution, transforming modern infrastructures from centralized to more distributed, resilient and intelligent. Today, most critical infrastructures, from transportation to energy, defence to financial institutions, do not collect, aggregate and exchange data in a secure way that is interoperable, smart and intelligent. A paradigm shift is needed for our smart cities infrastructures to become more intelligent, decentralized and distributed. Blockchain technology may present a disruptive solution to give impetus to this change through an atomically verifiable cryptographic signature that provides data provenance and attribution to help increase the trustworthiness and integrity for prodigious data sets that are being exchanged.

Today, smart cities increasingly weave together cyber and physical, information and operational technology, software, and hardware, with ubiquitous sensors that exchange prodigious data sets. Securing these internet-of-things (IoT) environments and the data being exchanged is not a trivial task, especially when organisations increasingly rely on a vulnerable global supply chain. A recent report by the cybersecurity firm Crowd Strike suggests that supply chain cyberattacks hit about two thirds of companies surveyed, with an average cost of $1.1 million (Daniel, 2018).

Blockchain Cybersecurity Opportunity

Blockchain technology’s distributed form complements the increasingly distributed security function and requirements of global supply chains. Modern cities and their increasingly networked infrastructures have an array of vulnerable IoT. Security of these systems and networks could be significantly increased with a blockchain ledger of things for asset management and machine state integrity. Blockchain helps fill that gap securely via a digital ledger and cryptographic hash that signs the who, what, when and where of the data in a block that becomes a widely witnessed, auditable and inherently immutable event. This presents a number of potential opportunities to increase the cybersecurity of critical systems supply chains which are increasingly distributed, data driven, global and vulnerable. Blockchain also facilitates the auditability of IoT environments that have been developed through a global supply chain. This can help fill an important gap found in modern organizations, which often don’t have an inventory or risk registry of their critical cyber assets, where they were developed, shipped, installed and when they were last patched. Malicious hackers continue to exploit these knowledge gaps to compromise critical systems (Mylrea, 2017). Blockchain can also increase visibility and monitoring of the machine state integrity of field devices and other embedded systems. IoT in critical infrastructures is often times not monitored, patched or securely configured, making it very challenging to identify, detect and protect against malicious cyber behavior (Mylrea, 2018a).

Blockchain provides an innovative trust anchor that can help transform decentralized cities and organizations to make them more distributed, autonomous and secure. In the process, blockchain may also disrupt various industry verticals, creating new services, markets and more distributed autonomous organizations. Blockchain’s trust anchor can help disintermediate the many unnecessary third-party brokers involved in exchanges of value. A more egalitarian economy could potentially emerge as producers and consumers regain value from across the supply chain. More control over transactions would occur as consumers become producers. Some related use cases that are being explored, include blockchain solutions that enable owners of distributed energy resources to sell energy to their neighbours using blockchain smart contracts that execute automatically when the agreed terms and conditions are met (Mylrea, 2018b).

Blockchain provides an innovative trust anchor that can help transform decentralised cities and organisations to make them more distributed, autonomous, and secure.
Smart Contracts

Blockchain smart contracts allow for the execution of digital code which results in various transactions within defined perimeters. These executions of complex transactions take place over the blockchain and are recorded over the distributed ledger. Smart contracts could also help automate supply chain security through dynamic patch management alerts and updates, roles-based access controls and baselining and monitoring machine state integrity. Once a smart contract is initialized on the blockchain, it gets an address associated with it. That address can be used to interact with the smart contract. That smart contract is present in the form of bytecode on the blockchain. Blockchain provides an atomically verifiable cryptographic signed distributed ledger, which provides a unique way of distributing trust. Instead of storing supply chain data such as inventory of critical hardware or the time of patch for critical software, critical supply chain data is stored in the distributed escrow of the blockchain, which maintains time stamped data blocks that cannot be modified retroactively, which increases the trustworthiness and integrity of the data. Several proof of authority blockchain technologies enable secure communications from operational technology protocols and industrial control systems by including an advanced cryptographic signature that assigns the time of signing and data signer as well as authentication to a data asset.

Security Features

Blockchain has several benefits that could improve cybersecurity, especially supply chain and security and identify management. Some of these benefits include:

1. Increased transparency and auditability of the system throughout the manufacturing, shipping, deployment and maintenance and retirement life cycle;
2. Immutable archived records about the firmware, hardware, and software components of the system including the past and current patch management information;
3. Expedites and enhances inter-vendor cooperative system development through increased visibility and accessibility of supply chain data;
4. Improved security of the supply chain process through increased trustworthiness and integrity of data through blockchain consensus mechanism which reduces reliance and can even replace need for intermediary trust mechanisms and brokers that are susceptible to manipulation and compromise.
5. The principle of component traceability throughout the system lifecycle to incorporate efficient systems engineering processes;
6. Improved reliability through transparency and information sharing.

There are a number of operational, technical, and policy barriers that need to be overcome to realise these valuable cybersecurity benefits.

Blockchain Barriers to Change

There is a lot of buzz around blockchain because its value proposition is exciting and potentially disruptive. However, a number of barriers remain for its full potential to be realised.

For one, blockchain means different things to different people. For this paper blockchain is defined as a distributed database or digital ledger that records transactions of value using a cryptographic signature that is inherently resistant to modification (Tapscott & Tapscott, 2016). Blockchain is a distributed database that maintains a continuously growing list of records, called blocks, secured from tampering and revision. Each block contains a timestamp and a link to a previous block. Blockchain-based smart contracts can be executed without human interaction (Franco, 2014) and the data is highly resistant to modification as the data in a block cannot be altered retroactively. Blockchain smart contracts are defined as technologies or applications that exchange value without intermediaries acting as arbiters of money and information (Tapscott & Tapscott, 2016). With those fundamentals defined, blockchains can be classified as permissioned and permissionless.
Further, there are several types of consensus mechanisms such as proof of work (PoW), proof of authority (PoA), proof of control, stake, burn, etc. (POA Network, 2017).

Blockchain technology is at a nascent stage. Evolving blockchain definitions create a number of challenges from a policy perspective. Different interpretations create misunderstanding and pose challenges for policy-makers to fill large gaps in blockchain governance, regulation, and standards. It is noted that the ‘rapidly shifting, contested vocabulary poses for regulators seeking to understand, govern, and potentially use blockchain technology, and offer suggestions for how to fight through the haze of unclear language’ (Walch, 2017, p. 713). One of the general misconceptions around blockchain definitions is caused by the assumption that blockchain equals Bitcoin. While blockchains include cryptocurrencies and transactions recorded publicly, private or permissioned blockchains oftentimes do not include an exchange of value and do not record anything publicly. Yet, Google defines blockchain as ‘a digital ledger in which transactions made in Bitcoin or another cryptocurrency are recorded chronologically and publicly’. Similarly, Investopedia’s definition associates blockchain with decentralised ledgers of cryptocurrencies: ‘A blockchain is a digitized, decentralized, public ledger of all cryptocurrency transactions’ (Walch, 2017).

Blockchain technology is at a nascent stage. Evolving blockchain definitions create a number of challenges from a policy perspective. Different interpretations create misunderstanding and pose challenges for policy-makers to fill large gaps in blockchain governance, regulation, and standards.

Some blockchain proponents thought the distributed ledger technologies would usher in a panacea overnight. As initial projects failed for a myriad of reasons that ranged from conflating blockchain with Bitcoin to applying blockchain to the wrong problem set, disillusionment set in. Real-world use cases are needed to highlight where blockchain has significantly improved the state of the art, cut costs, and increased security as compared to other innovative solutions from virtualisation to quantum key exchange to software-defined networking to machine learning. Real-world demos at scale can help validate and verify blockchain’s application to various security challenges and optimise complex systems. Another barrier to mass blockchain adoption involves a change in functional and operational requirements and technology stack needed to incorporate the blockchain technology into an organisation.

**Real-world use cases are needed to highlight where blockchain has significantly improved the state of the art, cut costs, and increased security as compared to other innovative solutions from virtualisation to quantum key exchange to software-defined networking to machine learning.**

Take for example a use case that involves implementing blockchain to facilitate supply chain security. Challenges include, but are not limited to:

1. Multiple vendors are involved in product and systems development. Vendors have different levels of resources, unique constraints, and other considerations to keep in mind;
2. Vendors might be using different blockchain technologies that are not interoperable with each other or with the data being tracked. An intermediate node between different blockchains and databases can facilitate functionality in a single overall common blockchain;
3. Ability to onboard business ecosystems in terms of both functional and non-functional requirements. Moreover, reliable access to good data sets is needed. Otherwise the blockchain is providing a ledger and increased immutability with something that would be better off changed.

Additional challenges remain to give impetus to blockchain-enabled distributed autonomous
organisations. Modern infrastructures need to be more interoperable and networked. Blockchain will not solve that problem alone as 90% of infrastructures are not interconnected and communicating data. Once connected, however, blockchain can take the internet of vulnerable things, and help provide a secure ledger of things for improved identity management and supply security for IoT. Another major challenge is workforce development and training. AI and blockchain may disintermediate and disrupt operations, expeditiously retiring some jobs, but if previous cycles of tech innovations are any indication, more jobs are going to be created than lost. That requires a massive investment in training the next generation on the following skill sets: secure code, parallel computing, machine learning, sociology, psychology and other cognitive behavioural studies, as these changes will transform how we interact with each other, as well as man and machine. Other limitations remain. Blockchain platforms lack the ease of use and functionality that the browser provided for the internet. In addition, blockchain solutions also lack scalability, interoperability, and universality to exchange value en masse.

Next Generation Permissioned Blockchain Solutions

Blockchain R&D continues to innovate and overcome a number of these challenges. While improvements in parallel computing have reduced transaction times and energy intensity of some of proof of work blockchain solutions, most industry grade solutions are focused on next generation permissioned blockchain solutions – like the patent pending Chios – help increase control, security and stability over proof of work solutions. Developers of Chios were able to solve 10 challenges found in a number blockchain solutions and developed a technology that is:

- Decentralized and fine-grained access control (strongest security model)
- Beyond blockchain: Publish/subscribe functionality
- Enforces causal order (“first come, first served”)
- Governance: Two decentralized mechanisms for data governance
- NIST compliant; GDPR compliant
- Supports on-chain and off-chain smart contracts
- Provides easy to use application program interface
- Improves scalability in terms of services it can handle
- Improves efficiency compared to a number of other popular blockchain solutions
- Provides a stable version for arbitrary failures

This also provides significant improvements over modern cloud solutions providing a better way to securely manage IoT in smart cities. Currently, organizations are using cloud or a single server to store and process data. This often creates a single point of failure and reduces the confidentiality, integrity and availability of critical IoT. For example, confidentiality and privacy can be compromised when cloud/server is accessed by third parties that share the server. Integrity violations can occur at multiple levels. For example, the cloud server may return wrong data or could be compromised. Take for example, Heartbleed attack where CERTs were compromised. Finally, availability can be compromised if the single server or cloud instance is taken down. Next generation permissioned blockchain solutions – like Chios – solve these challenges. IoT device owners and users can specify who, when, and how the data is accessed. Blockchain servers can define access control rules (NIST, HIPAA, GDPR). Finally, fine grained access control can be programmed to assist with secure asset management. These innovative improvements in blockchain technology provide the imperative security, functionality and scalability that may give impetus to more distributed autonomous organizations.
Distributed Autonomous Organisations

Blockchain technology combines cryptography and distributed computing to provide a multi-party consensus algorithm to securely exchange value. Combining the disintermediation benefits of blockchain with the intelligence of smart contracts can help automate energy exchanges and give impetus to more distributed autonomous energy organisations (DAEO). DAEO may also help simplify and improve the efficiency of energy utilities by securely linking producers with consumers and creating prosumers with increased flexibility and control of how they generate, consume and exchange energy. Advances in blockchain and artificial intelligence (AI) continue to spur disruptive innovation, automating exchanges in value in new ways that are reducing the need for third-party trust mechanisms (Mylrea, 2018b).

These advances could help pave the way to a more distributed, autonomous and resilient infrastructures. This author is piloting a blockchain enabled microgrid controller that increases trustworthiness and integrity and helps enable peer-to-peer energy transactions. While grid modernisation has helped spur a more distributed and flexible smart grid, it has also created new challenges, such as, increasing the number of intermediaries involved in exchanging energy. Grid modernisation has also increased the cyber-attack surface through the increased use of smart energy devices that network, digitize, automate, and increasingly converge energy supplies in the cyber-physical energy supply chain. Blockchain or distributed ledger technology shows potential in identifying and monitoring these complex Internet IoT environments, characterised by an increasing number of critical cyber assets and data being exchanged in a complex energy value chain. Blockchain technology shows potential in overcoming some of these challenges needed to give impetus more distributed autonomous energy organizations (Mylrea, 2018b).

In the same way, the Internet transformed centralized organization to decentralized. Blockchain technology provides an innovative cryptographic proof that works as a distributed consensus algorithm to securely exchange and store value. As a result, today’s smart decentralized cities will become more distributed as infrastructures become increasingly interoperable, networked and autonomous. Combining the disintermediation benefits of blockchain with the intelligence of smart contracts can help automate energy exchanges and give impetus to more distributed autonomous energy organizations (DAEO) providing an innovative new digital trust anchor to securely exchange and store value (Mylrea, Gourisetti, Bishop and Johnson, 2018).

Combining the disintermediation benefits of blockchain with the intelligence of smart contracts can help automate energy exchanges and give impetus to more distributed autonomous energy organisations (DAEO) providing an innovative new digital trust anchor to securely exchange and store value.

Breaking the Blockchain Immutability Myth

Cybersecurity is complex, non-linear and evolving. Blockchain and the data it protects will never be 100% secure. Change is a constant and nothing is immutable. Yet, something needs to change as both systems and policies have not kept up with the cyberthreats. Cybersecurity paradigms are antiquated. From a cybersecurity perspective, blockchain shows potential to help improve the following areas: identify management – providing a secure ledger of actions for vulnerable Internet of Things; configuration and patch management; and supply chain security – tracking through the entire chain of custody. While most cybersecurity solutions increase costs, reduce functionality and ease of use, blockchain solutions might provide a unique value proposition to both increase security and optimise systems.
While most cybersecurity solutions increase costs, reduce functionality and ease of use, blockchain solutions provide a unique value proposition to both increase security and optimise systems.

But with the prospect of improved cybersecurity also comes peril. A number of cybersecurity gaps remain: vulnerable code, bad deployments and misconfigurations of blockchain could actually create more cybersecurity challenges than solutions. A couple of these vulnerabilities have been exploited, resulting in significant economic and reputational damage: If you compromise 51% of the blockchain nodes, you can fork or manipulate the consensus algorithm. Vulnerabilities in crypto hot wallets make for excellent targets. It is similar to a bank advertising that it has no guards, no locks and all of the cash it holds is untraceable. Another cybersecurity gap is that malware or illegal data may be stored in the blockchain. Its immutability then possibly becomes a big problem. Quantum computing could also potentially decode the meta data stored in the blockchain hash, exposing information. The following graphic highlights common blockchain cybersecurity vulnerabilities:

Blockchain Considerations

Despite these challenges, blockchain’s cybersecurity value proposition is real. Blockchains’ consensus mechanisms provides a cryptographic proof for what, when, where, and with whom a transaction took place. This metadata is hashed and stored in a way that is inherently immutable. This removes the need for third-party intermediaries and supports moving towards more efficient and resilient organisations. However, blockchain is not a panacea. Potential users need to first decide if blockchain is the right solution to their problem. A number of blockchain solutions create more problems than answers, expand security gaps more than mitigate them, increase costs rather than efficiencies, increase rather than optimise latency, and increase energy use rather than reduce it. Blockchain solutions that help track and secure large data sets also need to be energy efficient, economic, and interoperable. Cost, functionality, scalability, and cyber-resilience are all important factors in considering the functional requirements.

Fig. 1. Common blockchain cyber vulnerabilities.
Once it is determined that blockchain is the right solution, it is essential to map both the business and operational or technological requirements. Not all blockchains are created equal. Each has its own costs, latencies, interoperability challenges, etc. For smart city and critical infrastructure solutions, it is essential that the blockchain solution:

1. Prioritises security;
2. Is interoperable with different protocols;
3. Can make sub-second transactions and scale to a million users;
Conclusion

As the digitisation and networking of smart cities and infrastructures continues to expand the cyber-attack surface of IoT and global supply chains, new innovative solutions are needed to mitigate a complex and evolving cyber-physical threat. This paper examined how blockchain technology can help usher in a new cybersecurity paradigm through use of a cryptographic-signed distributed ledger that provides data provenance, attribution, and auditability. Indeed, blockchain provides a number of clear opportunities, challenges, and benefits worthy of future research and application to secure rapidly evolving smart cities and infrastructure and their array of vulnerable things.
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Blockchain Technology as the Prospective Instrument for Ensuring Electronic Trust Services in Conditions of Cyberthreats
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Introduction

For more than 15 years, the society has been introducing electronic technologies into its life. In the European Union, the corresponding Directive was adopted in 1999\(^1\). In 2012 the first regulation was proposed\(^2\). And finally, in July 2014 the new Regulation of the European Parliament and of the Council on electronic identification and trust services for electronic transactions in the internal market (eIDAS) was adopted. The main element for authenticity confirmation in the system of trust services in Europe is a digital (and within the terminology of the Regulation 2014 – electronic) signature.

Ukraine is actively moving towards the harmonisation with the Regulations requirements, as well as with the requirements of eIDAS in the field of electronic identification and electronic trust services. A great deal of forums, conferences, discussions concerning the system of electronic identification architecture and trust services implementation are taking place in Ukraine. In its regions, a large number of pilot projects in this area are being implemented.

The main objective of Ukraine is not only to deploy the full range of electronic trusted services, but also to ensure their interoperability and transboundarity. From this perspective, it is important to ensure legal, functional, and technological interoperability of electronic trusted services infrastructure in Ukraine with European systems. Building trust in the online environment is a key to economic and social development. Lack of trust makes consumers, businesses, and administrations hesitate to carry out transactions electronically and to adopt new services. To enhance the trust of all stakeholders and to promote the use of trust services and products, the notions of qualified trust services and qualified trust service provider should be introduced with a view to indicating requirements and obligations to ensure high-level security of whatever qualified trust services and products are used or provided.

Building trust in the online environment is a key to economic and social development. Lack of trust makes consumers, businesses, and administrations hesitate to carry out transactions electronically and to adopt new services.

Moreover, it should be noted that the solution to these issues and reliable operation of such systems acts as one of the foundations of state cybersecurity. Since the main goal of the cybersecurity strategy of Ukraine is to create a modern and flexible national system of cybersecurity to protect the state’s national interests in the information sphere, solving these problems is urgent for Ukraine today.

Policy of Ukraine and main challenges

Neither successful implementation of modern technologies of electronic management nor electronic trust services are possible without the creation of an appropriate infrastructure. The infrastructure for implementing these technologies is the public key infrastructure (PKI). The use of electronic trust services and of a digital signature relies on the trust between the subjects of interaction, the public key infrastructure and is related to trust model implementation.

In Ukraine, active research in this area is conducted to reach the formulated objectives. Based on the results, practical decisions and corresponding architecture are being developed. In 2017 Ukraine adopted the Law of Ukraine On Electronic Trust Services, which defines the legal and organizational framework for the provision of electronic trust services, including cross-border services, the rights and obligations of subjects of legal relations in the field of electronic trust services, the procedure for implementing governmental supervision.

---


(control) for compliance with the requirements of legislation in the field of electronic trust services, as well as legal and organizational basis for the implementation of electronic identification. For the effective use and high-quality provision of such services, it is necessary to solve many technological and technical problems. Moreover, advances in the field of quantum computing are an important challenge for modern information security as a whole and for cryptography in particular. The rapid evolution of quantum computers and the resulting computation speed increase entail new risks for existing cryptographic systems. In 2004 the architecture of PKI was implemented in Ukraine, which became the basis for the use of public key technology and the provision of services for cryptographic key management. This architecture is a hierarchical system. In addition to the hierarchical architecture, there are still a number of possible uses that PKI has not been put to due to the impossibility of reliable trust model implementation.

Neither successful implementation of modern technologies of electronic management nor electronic trust services are possible without the creation of an appropriate infrastructure.

The purpose of this paper is to offer a new concept for PKI development using blockchain technology.

Hierarchical Public Key Infrastructure. Characteristics and issues

Public Key Infrastructure (PKI) is a set of tools (technical, material, human, etc.), distributed services, and components, which are collectively used to support cryptographic tasks based on private and public keys (ISO/IEC 9594-8). In fact, PKIs are based on several basic principles (PKI: tutorial, 2011):

- Private Key is known only to its owner.
- Certification Authority (CA) creates an electronic document – a public key certificate, thus certifying the fact that the private key
  is known exclusively to the owner of the certificate; the public key is freely transferred in the certificate.
- Nobody trusts each other, but everyone trusts CA.
- CA confirms or refutes that the public key belongs to the given person who owns the corresponding private key.

The main regulating document is ITU-T X.509 Privilege Management Infrastructure standard (ISO/IEC 9594-8). It defines data formats and public key distribution procedures using appropriate certificates with electronic signatures. These certificates are provided by CA. In addition, ISO/IEC 9594-8 defines certificate revocation lists (CRL) format, attribute certificates format, and certification path validation algorithm.

The main threats for such type of systems are:

- refusal to perform actions;
- certificate forgery.

To ensure trust, it is necessary to ensure the functioning of the system within the framework of the actual trust model. X.509 offers to use the following trust models:

- strict hierarchy of CAs;
- loose hierarchy of CAs;
- policy-based hierarchy;
- distributed trust model;
- four-corner trust model;
- user-centric model;
- web trust model.

The overwhelming majority of PKIs today is based on strict CA hierarchy (Fig. 1).
However, such structure has a number of drawbacks (Isirova and Potii, 2018):

- Security of the whole system depends on CA root certificate. In the case of its compromise, all certificates in the system are compromised.
- Users do not actually dispose of their identity. They need to contact CA whenever their keys have to be generated again.
- Interoperability is lacking. Certificates issued by different CA cannot be used in parallel.
- There is no one-to-one correspondence between the user and the certificate since many certificates can be issued for one user.

Other trust models are poorly distributed or not used at all. However, the analysis showed that with the new blockchain technology other trust models can be reliably implemented, in particular the user-centric model.

The user-centric model (ISO/IEC 9594-8) is illustrated by the well-known Pretty Good Privacy system (Fig. 2).

In such a system the user is responsible for deciding which certificates she or he considers secure and which insecure. The primary source of trust is relatives’ or friends’ certificates, i.e. those whom the user knows personally (i.e. the initial identification is carried out by the user himself). Due to its dependence on user actions, such a system could only be used in a highly specialised and high-tech community. But it was not viable in a broad community in which users do not have a sufficient level of knowledge about information technology and security. Moreover, this model cannot be used in government or financial sector where it is important to control interaction between users.

Further in the paper, a solution to avoid this disadvantage with the help of blockchain technology will be offered.

**Confidence-providing blockchain features that make it applicable in an environment of mistrust**

In our opinion blockchain technology is able to provide the confidence in the system unaided.

A blockchain is a continuously growing list of facts, called blocks, which are linked and secured using cryptography (Nielsen, 2013). Facts can be anything, from money transactions to content signing. A blockchain database is managed autonomously using a peer-to-peer network and a distributed time-stamping server. Such a structure allows the participants to verify and audit transactions inexpensively (The Economist, 2015; Armstrong, 2016).

Transaction is regarded as confirmed if its format and signatures are verified and if such a transaction is linked in block with several others.
When a node wants to add a fact to the log, a consensus is formed in the network to determine where this fact should appear in the log; this consensus is called a block (Catalini and Gans, 2016).

The block content can be checked, since each block contains information about the previous one. All the blocks are lined up in a single chain (Fig. 3), which includes information about all transactions that have been performed at any time in the database.

The very first block in the chain (the genesis block) is considered a separate case, since it does not have a parent block. This makes it possible to exploit it for record management activities, for instance documenting provenance, identity management, voting etc. (Ekblaw et al., 2016).

Blocks are simultaneously produced by several “participants”. Confirmed blocks are sent to the network, including in a distributed base of blocks. The situations when several new blocks in different parts of a distributed network call the same previous block can arise. Because of that, a chain of blocks can be broken into branches (Narayanan et al., 2016). Specifically or accidentally, it is possible to limit the retransmission of information about new blocks (for example, one of the chains can evolve within the local network).

When the retransmission is restarted, the participants should reach consensus as to which branch is correct. It is possible with the use of decentralised consensus protocols. The basic requirements for consensus protocols are:

- Central trust point is absent.
- Nodes are equal.
- The majority of nodes are “honest”.
- “Honest” participants do not know which nodes are controlled by intruders.
- The system functions in an unreliable network (network failure, packet loss).

A blockchain is a continuously growing list of facts, called blocks, which are linked and secured using cryptography. Facts can be anything, from money transactions to content signing. A blockchain database is managed autonomously using a peer-to-peer network and a distributed time-stamping server.
Consensus protocols can be classified into several groups:

- **Proof of Work Protocols (PoW Protocols).** These protocols suppose that participants make their decisions on the basis of the length of the branch (as in the Bitcoin network). But there is a problem connected with transaction loss. To counteract this issue, there are new algorithms such as GHOST (Fig. 5), which uses a tree-like structure instead of the linear structure to help reduce the number of lost transactions.

  ![GHOST algorithm consensus protocol](source)
  
  *Fig. 5. GHOST algorithm consensus protocol. Source: Kiayias and Panagiotakos, 2016.*

- **Proof of Stake Protocols (PoS Protocols).** In fact there is a voting procedure (Fig. 7). Such type of protocol logic is built so that for the participant there is no more advantageous strategy than following the protocol honestly.

- **Byzantine Fault Tolerance Protocols (BFT Protocols).** They historically appeared first and are based on the Byzantine agreement problem. BFT protocols required more than 2/3 honest nodes, but they have high capacity.

- **Alternative Consensus Protocols.** For example, Proof of Activity Protocol, Proof of Burn Protocol, and other hybrid protocols.

Algorithms SPECTRE and PHANTOM (Fig. 6) use unidirectional cyclic graph to avoid lost transactions altogether (Sompolinsky and Zohar, 2017).

![PHANTOM algorithm consensus protocol](source)

*Fig. 6. PHANTOM algorithm consensus protocol. Source: Sompolinsky and Zohar, 2017.*

Due to its open nature, a chain of blocks allows an intruder to make changes to an arbitrary block. But then the attacker needs to recalculate the hash not only of the modified block, but of all subsequent ones. In fact, computational power for this operation will not be lower than the one...
used to create the modified and subsequent blocks (i.e., all current power), which makes this possibility extremely unlikely (Nielsen, 2013; The Economist, 2015; Armstrong, 2016).

Fig. 7. PoS algorithms consensus protocol. Source: Daian et al., 2016.

Example of using Blockchain technology for PKI development

This idea can be applied for PKI without a strict CA hierarchy construction. The basic principles of decentralised PKI have been formulated (Isirova and Potii, 2018). They are as follows:

- Each user (the user acts as a node) stores his key pair on their own. The public key certificate is sent along with the signed message.
- Records about a transaction are stored in a distributed database according to the blockchain canons.
- Transaction block contains the certificate status register.
- When verifying the transaction validity (in fact, the validity of the public key certificate), the auditor needs to trace the status register of the sender’s certificate until its first publication.
- However, initial identification of a new user is mandatory and must be reliably confirmed. For this and only this purpose, a trusted node (an analogue of the certification authority in a hierarchical structure) is needed. Its role will consist in new user’s certificate initial release. After the first transaction made by this user, the request to the trusted node no longer occurs. That is, this node will provide new users with a “parent” block (“genesis block”). Existing nodes can check the new user’s certificate status. It seems appropriate to assign this role to the state structure. The following notation is introduced:

- $M$ – message
- $Sign$ – sender’s electronic signature
- $H$ – cryptographic hash function
- $Sert$ – sender’s public key certificate
- $ID$ – sender’s unique identifier, given to him at initial identification
- $Status$ – status of the sender’s public key certificate.

As mentioned above, the initial identification should be carried out by the state structure (trusted node). The user first applies to the trusted node.

When verified, the user will be given a unique identifier (ID) and the corresponding public key certificate (Sert). It should be noted that the trusted node does not store the user ID, in fact, it does not know it.

After passing through the initial identification, data are spread in a distributed database where they are stored in the following form (Table 1).

Table 1. Distributed Database. Source: Isirova and Potii, 2018

<table>
<thead>
<tr>
<th>$H(Sert,ID)$</th>
<th>$H(Sert,Status)$</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Signature generating algorithm does not differ from the existing one and depends only on the type of signature used.

The sender generates the next transaction:

\[ M; \text{Sign}; H(\text{Sert}, \text{ID}); \text{Sert}; \text{Status} \]

The verification algorithm consists of two stages:

The first stage is to verify the electronic signature (Sign) based on the sender’s public key certificate (Sert).

If this verification is successful (that is, the electronic signature is generated using the private key that corresponds to the provided sender’s public key certificate), you should move to the second stage. Verifying whether the sender’s public key certificate does belong to the sender.

The second stage consists of the following steps (Isirova and Potii, 2018):

- Get the value and address of the field Status from the table based on H(Sert, ID) received from the sender.
- Calculate H1(Sert, Status).
- Get the value and address of the field Status1 from the table based on H1(Sert, Status).
- If the value and address of H and H1 are equal, the verification is considered successful.

The system proposed above has several advantages (Isirova and Potii, 2018):

- It considerably reduces the cost of maintaining a cumbersome hierarchical structure of CA.
- Users independently control their identification data and are able to immediately report the need for their correction (compromise).
- The "man in the middle" threat is lessened. The intruder will need to attack the entire system; accordingly, in order to have a 50% chance of success in solving one block, he or she will need to have the computing power equal to the processing power of the rest of the system;
- Directed attack targets disappear. In contradistinction to hierarchical structure, where the main targets for the attackers are CAs, in this case there is no clear target for the attack, because the information is stored in distributed form and the attacker is actually forced to attack the whole network, not a specific node.
- The proposed system can be used not only for the electronic signature service, but also for ensuring electronic identification.
- The collapse of one or more nodes does not result in system shutdown.
- There is no need to make and store backups.
- System interoperability relies on the fact that certificates issued by various CAs can easily be used in a single system.
- Scalability is easy to achieve, because adding a new user (a new node) occurs without changing the basic principles of the architecture.
Conclusions

1. Nowadays progress in the field of electronic technologies allows for providing more efficient electronic trust services.

2. Since Ukraine chose to harmonise its national electronic trust services system with European systems, an important aspect is to ensure legal, functional, and technological interoperability of electronic trust services infrastructure in Ukraine with European systems.

3. It is necessary to take into account the new challenges that are dictated by the development of quantum technologies in the construction of promising systems and infrastructures.

4. Taking into account the above-mentioned, blockchain technology looks to be a prospective mechanism for reaching the objectives which are set. The analysis showed that PKI based on the blockchain technology security will exceed the centralised system security. It should be understood that this is not about cryptographic security, but about system resilience. The application of the above approach will facilitate the transition to new signature algorithms, in particular to the post-quantum ones, in which the stability does not depend on the cryptographic key validity period (3 years, 5 years), but on the number of overlays (for example, hash-based signatures). Thus, blockchain technology will allow more rational public key certificate management.

5. Energy costs required for the implementation of the attack on the system will be 50% of the computing power of the system. The intruder will need to attack the entire system. Accordingly, in order to have a 50% chance of success in solving one block, he or she will need to have a computing power equal to the processing power of the rest of the system. In addition, the recommendation of 3 to 5 confirmation steps dramatically and significantly reduces the chances. Thus, the stability of the system increases with the increase in the number of nodes (users). Such property of the system is valuable in the situation of cyberattacks.
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The (un)desirable consequences of the (extra)territorial scope of the General Data Protection Regulation
1. Introduction

One of the greatest challenges posed by cyberspace is to determine the territorial boundaries of national jurisdictions. The widespread and ever-increasing use of the technology on which cyberspace is based has, in fact, challenged States’ capability to exert their jurisdiction in the “borderless cyber world” (Sachdeva, 2007, p. 245). Issues of conflicting laws and enforceability problems are bound to emerge when States attempt to unilaterally expand their jurisdictional claims over a dimension of such an indefinite nature. Data protection law is one of the fields where similar issues have emerged or, at least, will emerge, especially considering the extraterritorial reach of the EU data protection legislation.

The widespread and ever-increasing use of the technology on which cyberspace is based has, in fact, challenged States’ capability to exert their jurisdiction in the “borderless cyber world”.

This article will hence first analyse the concept of extraterritoriality as one of the main features of Regulation 2016/679 (hereafter GDPR or Regulation)¹ and of Directive 95/46/EC (hereafter Directive)² before it. In order to understand how these extraterritorial claims are shaped in practice, I will then analyse the territorial scope of the Regulation with a focus on the interpretative challenges and consequent legal uncertainties that arise when delving into the key terms in which the (extra)territorial scope of the EU data protection legislation is grounded. Before concluding, I will analyse the conflicts of laws and the enforceability problems that may arise.

---


as a consequence of the unilateral expansion of the EU data protection legislation across borders.

2. The Concept of Extraterritoriality

The extraterritoriality of the Regulation, and of the Directive before it, is often mentioned as one of the main features of the EU data protection legislation. However, there is no widely accepted definition of extraterritorial jurisdiction and even when a definition is adopted, drawing a line between territorial jurisdiction and extraterritorial jurisdiction can be highly challenging.

A useful definition of extraterritorial jurisdiction is provided by the International Law Commission: “[t]he assertion of extraterritorial jurisdiction by a State is an attempt to regulate by means of national legislation, adjudication or enforcement the conduct of persons, property or acts beyond its borders which affect the interests of the State in the absence of such regulation under international law”.

3. Grounds for the Applicability of the EU Data Protection Legislation

The grounds that under the GDPR trigger the applicability of the EU data protection law are spelled out in Article 3. Precisely, the Regulation applies (1) “to the processing of personal data in the context of the activities of an establishment of a controller or a processor in the Union, regardless of whether the processing takes place in the Union or not” (establishment criterion); (2) “to the processing of personal data of data subjects who are in the Union by a controller or processor not established in the Union, where the processing activities are related to: (a) the offering of goods or services, irrespective of whether a payment of the data subject is required, to such data subjects in the Union; or (b) the monitoring of their behaviour as far as their behaviour takes place within the Union” (targeting criterion); (3) “to the processing of personal data by a controller not established in the Union, but in a place

---

show that this broad applicability of the EU data protection legislation also comes with several legal uncertainties.

**Under the Directive, the purpose of such a broad application was “primarily to ensure that individuals are not deprived of the protection to which they are entitled under the Directive, and, at the same time, to prevent circumvention of the law”**

### 3.1 Untangling the Establishment Criterion

The establishment criterion under Article 3 of the GDPR essentially replicates the first jurisdictional nexus introduced under Article 4(1)(a) of the Directive. For this reason, several considerations that have been expressed with reference to the key terms of the establishment criterion under the Directive can be extended to the Regulation.

Firstly, a correct understanding of the concept of “establishment” seems to be of primary importance. In this respect, it should be noted that Article 3 of the Regulation, like Article 4 of the Directive, does not refer to the establishment of the controller (or of the processor) but, more generally, to an establishment. This indicates that the attention of the EU co-legislators is not, or at least is not only, on the place of formal registration of a parent company, but also on any secondary establishments, such as subsidiaries, branches, and agencies. Moreover, Recital 19 of the Directive, that is now transposed in Recital 22 of the Regulation, provides that “[e]stablishment implies the effective and real exercise of activity through stable arrangements”. This broad wording adopted under Recital 19 of the Directive has been leveraged by the European Court of Justice (ECJ) for justifying a flexible interpretation of the concept of “establishment” (de
In particular, the ECJ noted that both the degree of stability of the arrangements and the effective exercise of activities through those arrangements "must be interpreted in the light of the specific nature of the economic activities" conducted by the undertaking in question, especially when it comes to companies that offer services only over the Internet. In the light of this, even “the presence of only one representative can, in some circumstances, suffice to constitute a stable arrangement if that representative acts with a sufficient degree of stability through the presence of the necessary equipment for provision of the specific services” and the “real and effective activity” exercised through stable arrangements may also be minimal ones. Consistently, the European Data Protection Board (EDPB) has warned that even the presence of one single employee may constitute an establishment within the meaning of the GDPR. However, besides recalling previous case law on the concept of establishment, the EDPB did not provide further guidance on the factors that should be considered in practice when assessing whether a controller or a processor has an establishment in the Union.

This flexible interpretation of the notion of “establishment” is certainly motivated by a laudable purpose: ensuring an effective and complete protection of data subjects’ rights. However, flexible interpretations are often developed at the expense of clarity. Indeed, although theoretically all companies (should) know where they are established and (should) hence know when their activities are subject to EU law, determining whether an “arrangement” can be counted as an establishment within the EU data protection legislation may raise several practical challenges when the boundaries of the notion of establishment are so loose.

For example, it is unclear whether a data centre represents an establishment within the scope of the EU data protection legislation. Indeed, unlike a server that “is simply a technical facility or instrument for the processing of information”, a data centre “comprises a building, normally with employees to maintain the servers, power, cooling, physical security, and so on” (Hon, Hörnle, & Millard, 2013, p. 232). Lack of clarity in the definition of this concept has also led to an inconsistent implementation of the establishment criterion across the Union, where the interpretation developed in some countries is more expansive than the one adopted in others (Kuner, 2003, p. 66).

As a further element of complexity, the GDPR, like the Directive before it, does not require that the data processing in question is conducted by the establishment itself. The application of the GDPR is, indeed, triggered whenever the processing of personal data is carried out “in the context of the activities of” an EU establishment of a controller or a processor. The words “in the context of the activities of an establishment” that have been transposed from the Directive to the Regulation need some clarification. Again, in Google Spain, the ECJ showed its inclination to adopt a flexible interpretation of this notion. The central question raised in Google Spain was whether, under the Spanish data protection law implementing the Directive, the operator of the search engine (i.e. Google Inc.) could be requested to remove information about a person from the list of results displayed after a search made on the basis of the person’s name, considering that Google Inc. has its seat in the United States and that its Spanish subsidiary, Google Spain, is a commercial agent for the Google group, selling advertising space mainly to undertakings based in Spain.
In compliance with the establishment criterion, in order to establish whether Google Inc. was subject to the EU data protection legislation, the ECJ had to establish whether "the processing of personal data for the purposes of the service of a search engine such as Google Search, which is operated by an undertaking that has its seat in a third State" (i.e. Google Inc.), was conducted in the context of the activities of its establishment in the EU (i.e. Google Spain).¹⁷

The ECJ gave a positive answer to this question on the basis of the fact that "the activities of the operator of the search engine [Google Inc.] and those of its establishment situated in the Member State concerned [Google Spain] are inextricably linked".¹⁸ Indeed, on the one hand, Google Inc. could not perform its activities as an operator of a search engine without the profits gained through the selling of advertising space carried out by Google Spain; on the other hand, the search engine itself is, in turn, the means that allows Google Spain to perform its activities since the display of personal data on a search results page "is accompanied, on the same page, by the display of advertising linked to the search terms".¹⁹

The connection with the EU territory as a trigger for the applicability of the EU data protection legislation – represented by the presence of an establishment within the EU – was hence loosened by the ECJ in order to meet the objective of the Directive, i.e., ensuring “effective and complete protection of the fundamental rights and freedoms of natural persons, and in particular their right to privacy, with respect to the processing of personal data”.²⁰ In order to achieve this objective, the EDPB has also recommended an extensive interpretation of the words "in the context of the activities of an establishment".²¹

A case-by-case analysis is hence necessary in order to verify whether there is an inextricable link between the activities of an EU establishment and the data processing activities of a non-EU controller or processor. If such a link is identified, "EU law will apply to that processing by the non-EU entity, whether or not the EU establishment plays a role in that processing of data".²² Again, however, extensive interpretations can raise uncertainties: the "wide view of ‘context’ arguably risks rendering ‘context’ as a connecting factor meaningless" (Hon et al., 2013, p. 225), thus leading to legal uncertainties as to the applicability of the EU law.

To sum up, the uncertainties that have been highlighted under the Directive as for the establishment criterion are likely to be inherited by the Regulation that merely replicates the wording of the Directive without clarifying its key notions. Moreover, since Article 3 of the GDPR extends the applicability of the establishment criterion to processors,²³ the interpretative challenges raised by the notions of "establishment" and "in the context of the activities of an establishment" will be extended to processors.

3.2. Untangling the Targeting Criterion

By virtue of the targeting criterion, the GDPR applies to the processing of personal data of data subjects who are in the Union by a controller or processor not established in the Union, where the processing activities are related (1) to the offering of goods or services to such data subjects in the Union or (2) to the monitoring of their behaviour. The ultimate aim of this criterion is to avoid the circumvention of the law meaning of the GDPR should not be interpreted too broadly to conclude that the existence of any presence in the EU with even the remotest links to the data processing activities of a non-EU entity will be sufficient to bring this processing within the scope of EU data protection law".


²³ For an analysis of the GDPR obligations that are triggered when data are processed in the context of a processor’s establishment in the Union, see Guidelines 3/2018, 10-12.
by controllers (and processors) through the relocation of their establishment(s) outside the Union.

The focus on "data subjects who are in the Union" allows a generalised application of the EU data protection legislation to all people physically present in the Union, irrespective not only of their residency or nationality, but also of the duration of their stay on the EU soil, so that people present in the EU merely on holiday will also benefit from the high standards of protection prescribed under the Regulation (Colonna, 2014, p. 214). Such a generalised application of the EU data protection legislation is certainly consistent with the EU conception of privacy as a fundamental right that should be enjoyed by everyone regardless of residency and nationality.

The focus on “data subjects who are in the Union” allows a generalised application of the EU data protection legislation to all people physically present in the Union, irrespective not only of their residency or nationality, but also of the duration of their stay on the EU soil.

3.2.1. Offering of goods or services

One crucial interpretative challenge that may arise when applying the targeting criterion derives from the notion of "offering of goods or services". Indeed, in the light of this wording, two situations may arise: (1) a company actively endeavours to win customers in the EU market but fails to do so; (2) a company wins customers in the EU market even though it does not actively endeavour to do so (Svantesson, 2015, p. 232).

With reference to the first situation, it is clear from the wording chosen by the EU co-legislators that the Regulation would apply. Article 3 of the GDPR does not in fact refer to the "supplying" of goods or services but merely to the "offering" of goods or services. On the other hand, the applicability of the GDPR to the second situation is less clear. The online market is, in fact, populated by many companies that act at a global level without specifically targeting individuals in specific regions. In these situations courts may face an all-or-nothing choice of concluding either that such companies target “every country in the world”, including the EU, or “no countries at all” (Svantesson, 2015, p. 232).

The Regulation hence leaves an open question: is it sufficient that a non-EU company merely knows that its products may end up in the EU to trigger the EU data protection legislation? Recital 23 of the GDPR offers some guidance in answering this question where it provides that “[i]n order to determine whether such a controller or processor is offering goods or services to data subjects who are in the Union, it should be ascertained whether it is apparent that the controller or processor envisages offering services to data subjects in one or more Member States in the Union”. This Recital also mentions some factors that may make apparent the controller’s intention to offer goods or services to data subjects in the Union, such as the use of a language or a currency that are used in the Union or the mentioning of customers or users in the Union.

In order to determine whether a specific activity falls under the scope of the GDPR, the EDPB has emphasized the importance of investigating whether the facts of the case in question provide sufficient evidence of the non-EU entity’s intention to offer goods or services to data subjects in the Union. The EDPB has also recalled that, as stated under Recital 23, the mere accessibility of the controller’s or processor’s website in the Union “is insufficient to ascertain such intention”. In the light of this, if a company happens to sell goods/services to individuals in the Union without taking specific steps to target the EU market (passive sales) it should be left immune

24 Recital 14 GDPR: “The protection afforded by this Regulation should apply to natural persons, whatever their nationality or place of residence, in relation to the processing of their personal data”. See also, Guidelines 3/2018, 13.

25 Recital 23 GDPR (italics mine).


from any legal responsibility under the GDPR. Whether this approach will be followed in practice is, however, yet to be seen.

The adoption of some technical solutions may also prevent companies from being caught under an “unwanted” jurisdiction. Geolocation technologies can, for example, be implemented in order to make explicit whether customers of a certain area are targeted or not. Indeed, geolocation technologies allow companies to pinpoint users’ geographical location in order to tailor the content or to restrict access to the content of a website depending on the user’s specific location (Svantesson, 2004,). Nonetheless, margins of error in the determination of the exact location of individuals are probably inevitable, as are the attempts to circumvent geo-location technologies by individuals themselves, for example by means of anonymising techniques (Svantesson, 2013, pp. 187–194).

As a further interpretative challenge, no distinction is made between companies that routinely target the EU market and those that only occasionally do so, meaning that companies that only occasionally offer services or goods to data subjects in the Union may be subject to the administrative burdens prescribed under the Regulation.

3.2.2. Monitoring of Data Subject’s Behaviour

The Regulation also applies to the processing of personal data carried out by a controller or a processor not established in the Union where the processing activities are related to the monitoring of the behaviour of data subjects who are in the Union.

Recital 24 of the GDPR helps interpret this criterion by stating that “[i]n order to determine whether a processing activity can be considered to monitor the behaviour of data subjects, it should be ascertained whether natural persons are tracked on the internet including potential subsequent use of personal data processing techniques which consist of profiling a natural person, particularly in order to take decisions concerning her or him or for analysing or predicting her or his personal preferences, behaviours and attitudes”.29

The Regulation also applies to the processing of personal data carried out by a controller or a processor not established in the Union where the processing activities are related to the monitoring of the behaviour of data subjects who are in the Union.

The notion of “monitoring” provided under Recital 24 of the Regulation seems to include “all forms of tracking and profiling on the internet, including for purposes of behavioural advertising.”30 This entails that any social networks, search engines, and websites that track the surfing behaviour of their visitors by means of cookies, JavaScript, ad banners, and spyware would be caught under the scope the Regulation. The EDPB has suggested an even broader interpretation of the notion of “monitoring” in considering that not only online tracking but also other types of technologies (e.g., CCTV, wearable and other smart devices) should be taken into account.31

In what seems to be an attempt to narrow down the scope of the Regulation, the EDPB has also stressed that not “any online collection or analysis of personal data of individuals in the EU would automatically” trigger the applicability of the GDPR. Rather, the controller’s purpose for collecting the data and any further behavioural analysis based
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28 The EDPB considers, among others, the case of a US citizen that, while travelling in the EU, downloads a US news app that is exclusively directed at the US market. According to the EDPB, the data processing activity carried out by the US company offering the app would not fall under the scope of the GDPR. Indeed, in the view of the EDPB, “the element of ‘targeting’ individuals in the EU” is not present in the proposed scenario. See, Guidelines 3/2018, example 9, 14.

29 Recital 24 GDPR (italics mine).
on those data should be considered.\textsuperscript{32} The range of monitoring activities falling under the scope of the GDPR remains, however, extremely broad. This may lead to the consequence of “a possible universal application of EU law”\textsuperscript{32} and it is hard to imagine that this was the original intention of the EU co-legislators, or at least a desirable result, considering the problems of conflicting laws and of enforceability that, as will be discussed below, may be caused by such a(n) (over) broad applicability of the EU legislation.

4. Consequences of the Unilateral Expansion of Jurisdiction

Cross-border activities need laws designed to cross traditional geographical borders. A flexible approach to territorial scope is therefore necessary in order to make legislation fit for the transnational processing operations of the fast-moving digital age (de Hert & Czerniawski, 2016, p. 239). Nonetheless, a broad unilateral expansion of the EU jurisdiction across borders may inevitably lead to conflicts of laws and enforceability problems.

A flexible approach to territorial scope is therefore necessary in order to make legislation fit for the transnational processing operations of the fast-moving digital age.

Firstly, in the absence of mutual agreements, the extraterritorial application of the EU data protection legislation leads to the (potential) simultaneous application of conflicting legal rules to the same facts or actions – rules dictated by different States that are all interested in preserving their jurisdiction in the presence of (some) connecting factors. Processors and controllers outside the EU may hence be trapped in a network of conflicting rules all resting on different possible legitimate triggers (e.g., nationality, territoriality), which would put them in a confusing and excessively burdensome position (de Hert & Czerniawski, 2016, pp. 239–240). In this overwhelming framework, companies may just choose not to comply with the EU data protection legislation (especially in the light of the enforceability problems that will be discussed below) or may simply be unaware of their compliance duties considering the uncertainties that affect the key terms of Article 3 of the GDPR.

Interestingly, the problems that arise from possible conflicts of law have been acknowledged by the EU Parliament in the position it adopted at first reading on 12 March 2014. Unsurprisingly (and unrealistically), the solution proposed by the EU Parliament in case of conflicting compliance requirements is, simply, that EU law always prevails: “[i]n cases where controllers or processors are confronted with conflicting compliance requirements between the jurisdiction of the Union on the one hand, and that of a third country on the other, the Commission should ensure that Union law takes precedence at all times...”\textsuperscript{34}

Secondly, problems of enforceability inevitably accompany the extraterritorial application of the Regulation. Investigations and enforcement actions related to activities conducted by foreign companies with no physical presence in the Union and with only a loose identifiable connection with the EU are bound to face several legal, administrative, and practical obstacles. Despite the broad extraterritorial claims made under the Regulation, the actual enforcement of its provisions is hence likely to be limited to the bigger actors that have a strong impact on the EU market (Svantesson, 2015, p. 232).

\textsuperscript{32} Ibid., 18.

\textsuperscript{33} The Article 29 Working Party first expressed its concerns about the “undesirable consequences” of “a possible universal application of EU law” with reference to the equipment criterion (WP-179, 31). However, the same concerns can now be extended to the newly adopted targeting criterion.

In this regard, some have noted that similar enforceability problems are outweighed by the symbolic value of extraterritorial claims. Indeed, assuming that companies generally prefer not to engage in activities that may turn out illegal, extraterritorial claims have an important deterrent effect for foreign companies (Svantesson, 2015, p. 233). This is what has been labelled "bark jurisdiction", i.e. "jurisdictional claims ... that have virtually no prospect of being exercised in reality", as opposed to "bite jurisdiction" (Svantesson, 2014, pp. 58–59). Despite its weak binding force, bark jurisdiction allows States to signal to the international community their attempts to grant an effective protection of the right to privacy and hence to assert the international legitimacy of such attempts (Svantesson, 2014, p. 60; 2015, p. 233).

However, I agree with the statement that "the jurisdictional claims made under Article 3 of the ... Regulation (as well as in Article 4 of the ... Directive) are too wide, and some of the substantive rules (eg the requirement of a data protection officer) too burdensome to be viewed as legitimate bark jurisdiction" (Svantesson, 2015, p. 233). After all, "[t]he applicability of law to conduct, or the adjudication of a dispute by a court or regulator, is not a purely theoretical matter, but must have a reasonable chance of enforcement in order to have meaning" (Kuner, 2010, p. 236). Meaningless forms of jurisdiction may instead undermine the general respect for data protection law (Kuner, 2007, p. 125). A noted by Reed, enforcement is an essential component of the legitimacy of a governance system: "[a] regulator which is ... accepted as having legitimate authority can easily lose that authority if it has no effective way of enforcing its rules. Conversely, a regulator which achieves a high level of compliance will enhance its legitimacy" (2013, p. 374).

5. Conclusion

A flexible approach to the territorial scope of the EU data protection legislation is necessary in order to address the increasingly transnational data processing activities that feed the modern
digital age. Nonetheless, as seen above, flexibility often comes at the expense of clarity. Under the establishment criterion, the Regulation is likely to perpetuate the uncertainties that have emerged under the Directive with reference to the notions of “establishment” and “in the context of the activities of an establishment”. The concept of “offering of goods or services” would also benefit from clarifications considering the practical difficulties that may emerge when confronted with the real-world situations of the online market, while the notion of “monitoring” data subjects’ behaviour may lead to the “undesirable” consequence of a “possible universal application of EU data protection law”.\footnote{35 WP 179, 31.} Conflicts of laws and enforceability problems are hence likely to emerge in a similar (confusing) framework where the boundaries of the EU jurisdiction applicability have been unilaterally stretched by the EU co-legislators. As a result, in the absence of a mutual agreement whereby States agree on which law should apply in which situation, the very objective of the EU data protection legislation may be undermined: effective protection of fundamental rights in general, and right to privacy in particular. ■

---
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Introduction

Today, the elusiveness of Targeted Attacks (TA)\(^1\) and the number of evasion tactics exploited by the ongoing attacks is so large that monolithic defence strategies are no longer efficient. Successful attacks are built to stay under the detection threshold on all security layers (from network to the human layer): e.g. network scanning is usually today a tenuous activity, systems’ compromising happens with tailored copies of unique malware, and phishing campaigns are tailored around single humans (DOGANA, 2018). Cybercrime is increasingly going in the direction of sophisticated “low-and-slow” attacks (Johnson, 2016). The low-and-slow approach involves attackers remaining invisible for as long as possible, while stealthily moving from one compromised host to the next without generating regular or predictable network traffic patterns or data exfiltration instances as they hunt for specific data or system targets. The rapidity of single attack steps is one crucial element of being stealthy. The defence paradigms must therefore adapt to this increasingly flexible and non-noticeable scenario, where the usual defence systems based on pattern recognition are not effective anymore. The endpoints receive the new pattern signatures and heuristics after the identification and isolation of a new virus. Novel ad-hoc malware is adopting low-and-slow 1:1 infection schemes (see the discussions on malware 2.0 in Frumento, Lucchiari, and

---

1 An attack can be considered a targeted attack (Trend Micro Inc, 2015) when it fulfils three main criteria: 1) the attackers have a specific target in mind and are shown to have spent considerable time, resources and effort in setting up or carrying out the targeted attack; 2) the main aim of the targeted attack is to infiltrate the target’s network and steal information from their servers; 3) the attack is persistent, with the attackers expending considerable effort to ensure the attack continues beyond the initial network penetration and infiltration of data.
Pravettoni, 2010). As a result, a recent report from FireEye cites that “the average time from an email phishing breach to detection is 146 days globally, and a colossal 469 days for the EMEA region” (FireEye, 2017).

The low-and-slow approach involves attackers remaining invisible for as long as possible, while stealthily moving from one compromised host to the next without generating regular or predictable network traffic patterns or data exfiltration instances as they hunt for specific data or system targets.

The early detection of the weak signals of an ongoing attack is one important challenge in today’s security market. One promising approach to this challenge is the adoption of Artificial Intelligence (AI) to analyse the data with the objective to capture emerging and unnoticed patterns/trends. In addition, Cyber Threat Intelligence (CTI) tools are facing this challenge. However, in this second case, the most problematic issue is not the complexity of the evaluation models but the potentially uncontrollable divergence of their forecasts. CTIs predictive power is tied to the preciseness of the Indicator of Compromise (IoC), whose collection is regulated through different bodies (mainly, in the EU, such as the ISACs (ENISA, 2018) or crowd-based efforts such as VERIS CDB (VERIS, 2018) and supporting (usually de-facto) technologies (STIX being the reference serialisation language (STIX, 2018). What limits CTIs is therefore the instability of their forecast models, which require efforts to collect IoCs, elaborate, and distribute the early alerts. These limitations go beyond the possibilities of an organisation with low-budget security programs.

For the above reasons, the EU set up a significant effort to keep secure and coherent information-sharing and to feed the forecast models with correct data. The achievement of this objective happens through legal reporting obligations (see the GDPR) and organisations at national or EU levels (Computer Emergency Response Team or CERT, Computer Security Incident Response Team or CSIRT and sectorial Information Sharing and Analysis Center – ISAC). However, this mechanism is not still wholly deployed; for a company with low-budget security program, the costs and technical/organisational efforts to fully integrate into the EU cybercrime forecast infrastructure are still relatively high (also in terms of required competencies). HERMENEUT’s aim is to bridge the gap for organisations with low-budget security programs, creating an “agile” service, yet with some approximations, immediately exploitable to get insights and criteria for the cyber risk mitigation. On the other hand, the described infrastructure and IoCs are covering almost only tangible/technical indicators of an ongoing cyberattack. The world of intangibles is still mainly not covered (e.g. only data leaked are) by the EU information collection infrastructure and forecast models.

Context

As reported by Ahmed (2017), the current approaches to IT security and risk management tend to underestimate the following key aspects:

- The human factor (covering subjective, organisational, societal, and economic aspects) in the identification of vulnerabilities to cyberattacks. This aspect is often ignored despite the fact that, as recently demonstrated (DOGANA, 2018), Social Engineering 2.0 (SE) attacks generate the highest costs in terms of both consequences of and protection against attacks (ENISA, 2017) and that SE attacks such as phishing are ten times more common in social media posts than malware. Moreover, the ease of creating fraudulent social media accounts for known brands drives a clear preference for
phishing in social media-based attacks, though other types of media are also abused for the same purpose.

- The strategy of the attacker in the identification of vulnerabilities and assets at risk: modern attacks follow the same business logic as that followed by big companies that involves multidisciplinary competences in the definition process of their strategies and business plans (Thomas, et al., 2015; ENISA, 2017). The same multidisciplinary approach combining engineering, Risk Assessment (RA), economic, cognitive, behavioural, societal, and legal knowledge is needed to properly address the strategy of professional IT attackers.

- The role of intangible assets in the quantification of the cyberattack consequences; as reported in Kerber & Jessop (2015): “More than half the value of companies worldwide is in intangible assets, such as intellectual property, much of which is stored on computers and could therefore be vulnerable to hackers. That figure could be as high as $37.5 trillion of the $71 trillion in enterprise value of 58,000 companies, according to Brand Finance, a consultancy specializing in valuation of intangible assets.” Moreover, according to statistics (PAYCHEX, 2016), more than 70% of attacks target small businesses and as much as 60% of hacked small and medium-sized businesses go out of business after six months.

Several sources report that estimates of cybercrime costs are not accurate enough. For example, ENISA: “the measurement of the real impact of incidents in terms of the costs needed for full recovery proved to be quite a challenging task”. Analysing the past cyberattacks and the various white papers recently published by various organisations (Deloitte LLP, 2016; Ponemon, 2018; Zurich Insurance Company Ltd, 2014) makes it possible to observe that a successful cyberattack may lead to several consequences for the victim organisation:

- Direct consequences: the (partial or entire) loss or compromise or damage of one or more tangible or intangible assets as a direct effect of the cyberattack.

- Indirect consequences: the direct consequences of the attack may generate, as a cascade effect, other losses in the tangible or intangible assets of the organisation (e.g. a theft of personal data from a credit card company may generate a loss of reputation and as a further consequence a loss of clients).

- Attack-related costs: beside the direct and indirect consequences, being victim of a cyberattack generates other costs, including those reported in Table 1.

<table>
<thead>
<tr>
<th>Before-the-attack status restoration (service, data, etc.)</th>
<th>Cybersecurity restoration/improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legal/litigation costs and attorney fees</td>
<td>Notification and regulatory compliance costs</td>
</tr>
<tr>
<td>Liability costs</td>
<td>Customer breach notification costs</td>
</tr>
<tr>
<td>Post-breach customer protection/care costs</td>
<td>Lost customers recovery</td>
</tr>
<tr>
<td>Public relations</td>
<td>Increase of insurance premiums</td>
</tr>
<tr>
<td>Loss of revenues</td>
<td>Increased cost to repay debt</td>
</tr>
<tr>
<td>Value of lost/not fulfilled contract revenues</td>
<td></td>
</tr>
</tbody>
</table>
The impact tree with tangible and intangible assets together and the possible attack-related costs is shown in Figure 1.

**a. The role of intangibles in current attacks**

As mentioned in the previous sections, the role of intangible assets is an often-neglected element for the quantification of the cyberattack consequences. The consequences of data breaches in terms of impact on tangible and intangible assets are a problem that has been studied for several years (Riddle, et al., 2011). Cyberattacks can damage physical – tangible – assets of the victimised institutions (e.g., turbines destroyed due to the manipulation of their control systems (Langner, 2013). More frequently, though, the damage will not be physical. Increasingly, the attacks are hitting intangible assets as a primary target – e.g. automated cyber **crowdturfing** attacks such as R&D, patents, or brands, studies also stress the importance of intangible assets for corporate performance, using a comprehensive approach (Ahmed, 2003). Intangibles often contribute up to 80% of an organisation’s value.

---

2 Crowdturfing is a combination of “crowdsourcing”, meaning recruiting large numbers of people to contribute a small effort each toward a big task (like labelling photos), and “astroturfing”, meaning false grassroots support (in the form of bogus reviews or comments, for example) (Jacobs, 2014).
Intangible assets (i.e. reputation, trust in the organization, patents, trademarks, knowledge, expertise, human-capital, etc.) are now recognised as critical to the performance of companies and nations. (...) Intangibles often contribute up to 80% of an organisation's value.

b. The HERMENEUT approach

Given the described scenario, the aim of HERMENEUT is to create an inclusive approach to cybersecurity cost-benefit analysis. It starts (i) from an integrated assessment of vulnerabilities and their likelihoods and, (ii) exploiting an innovative macro- and microeconomic model for intangible costs, ends (iii) with an estimation of the cyber-risks for an organisation or business sector followed by guidelines (iv) on investments, to mitigate the loss of an enterprise's integrity.

The HERMENEUT core model reported in Figure 2 represents the following fundamental steps:

1. Integrated estimation of the enterprise's vulnerability regarding both humans and technology.
2. Development of an economic cost model that quantifies the consequences of attacks for both attackers and victims.
3. Development of a full risk model for both tangible and, especially, intangible risks.
4. Mitigation measures for the loss of the enterprise's integrity, with particular emphasis on two business sectors (healthcare, intellectual property-intensive industries).
5. Development of a decision and policy-making tool supporting cost-benefit risk-based investments in cybersecurity mitigation (including cyber-insurance). The tool, leveraging on an open-source RA framework, integrates the models and the knowledge created in the project. It provides the users (i.e. decision-makers in cybersecurity cost-benefit analysis and protection measures) with novel functionalities for (i) the estimation of tangible and intangible costs generated by cyber threats and (ii) risk-based and cost-based analysis and assessment of proper countermeasures for protection.

As defined in many standards (e.g. International Organization for Standardization, 2009), risk can be defined as the combination of likelihood of an event to occur and its consequences. When assessing the risk of cyberattacks for an organisation, the main difficulties are:

- Estimating the vulnerabilities of the organisation to cyberattacks and therefore the likelihood of being subject to these attacks and the tangible and intangible assets at risk, as a direct or indirect consequence of the attack. Since it is impossible to estimate the likelihood of a cyberattack against a specific organisation, it is necessary to assess the technical and social vulnerability of the organisation and indirectly compute the probability of the cyberattack.
- Quantifying the possible consequences of the attacks on the tangible and intangible assets at risk. It is of particular importance to take into consideration the role that intangible assets can play, since related costs, often neglected, can be as large as for tangibles or exceed these.
- Assessing the risks and taking decisions on the best-possible investments to mitigate the risks of cyberattacks.

Moving from the organisation level to the industrial sector level, it is crucial to define policies and recommendations for stakeholders to adapt to and protect from the continuously changing cyber-risks; having a clear idea – for each sector – of the most common vulnerabilities of and the potential consequences for the assets at risk.

Therefore, HERMENEUT is proposing an inclusive approach to cybersecurity, addressing the problem not only from the technical point of view, but also introducing societal, institutional, and economic perspectives as illustrated
in the diagram in Figure 3. It represents the general HERMENEUT model and adds to what Figure 2 has already shown a detailed view of the phases from (i) to (iv).

Fig. 2. Logical high-level view of the HERMENEUT approach

The role of the phase (i) is to detect the vulnerabilities and their likelihood, simulating the modern threat landscape through an integrated estimation of the enterprise’s vulnerabilities, for both humans (through social engineering simulations and social-driven vulnerability assessment) and technology (e.g. simulating modern ad-hoc threats). This phase feeds the phase (ii), the HERMENEUT’s economic cost model, and the phase (iii), the HERMENEUT’s full risk model. The phase (iv) conjoins the results of the prior phases by deriving specific mitigation measures and field tests for the selected business sectors.

The inclusive HERMENEUT approach is based on:

- An integrated estimation of the enterprise’s vulnerabilities for both humans and the technology (phase (i) and the corresponding tangible and intangible assets at risk, considering the business plan of the attacker, the commoditisation level of the target organisation, the exposure of the target and finally the involved human factors and, on the same basis, estimating the likelihood of a potential cyberattack exploiting the assessed vulnerabilities. The resulting methodology is called integrated Vulnerability Assessment (iVA). This improved assessment considers the business plans of the attacker, the commoditisation level of the target organisations and its exposure, the relevant cognitive, psychological, and social factors.
- An innovative micro- and macroeconomic cost model focusing on intangible costs (phase (ii)), able to quantify the cost of the loss of one or more – especially intangible – assets at risk identified by the phase (i) based on an eclectic view of the role of intangibles by considering the impact of intangible factors and cyber-risk on organisation’s sustainability at the microeconomic level and by considering the size of the GDP sensitive to cyber-risk at the macroeconomic level.
- A inclusive RA model (phase (iii)) – taking as input the vulnerabilities and likelihoods of cyberattacks from the iVA and the economic quantification of potential consequences from the cost model – able to support decisions related to information security investments on hard (traditional) and soft mitigation measures (awareness and training campaigns, cyber-insurance, reorganisation of security procedures, etc.).
- Verification in two specific business sectors (healthcare and IP-intensive industry) of the developed models (phase (iv)).

To complete its actions, HERMENEUT uses a KISS (Keep It Simple and Stupid) approach, presenting perhaps less information but making the whole process easier to compile and less prone to inaccurate answers. This is supposed to avoid the problems of past methods based on long and complex questionnaires or profiling, where the quality of answers usually degrades along the compilation.
c. The assumptions of the model

HERMENEUT research statement has several commonalities with the CTI world but some approximations it uses differentiate it. HERMENEUT defines itself as a Strategic CTI, according to the classification reported in Chismon & Ruks (2015). As such, the main functionality offered by HERMENEUT is to present high-level information on changing risks to the CISO or the management board of an organisation. However, HERMENEUT is not a mitigation measure, but rather a decision support tool, which includes an integrated cyber-risk and economic model for the tangible and intangible asset losses. Although some of its elements come from the CTI world, the level and complexity of the model are very different. HERMENEUT’s aim is to give a reasonable risk evaluation model for organisations with low-budget security programs, because of the approximations introduced. The intention of the project is to: 1) ease the adoption of a safer cyber posture and more predictive reactions without diminishing the quality of the forecast models; 2) ease the long-term inclusion of organisations in the EU CTI-based prevention model while managing the tangible and intangible assets in a unique conceptual framework. These assumptions lead to several optimisations:

- The collection of evidence and the positioning goes through questionnaires typically compiled by the CISO. This collection process poses limits and biases to the quality of the resulting data. The research hypothesis is that these approximations are not affecting the advantages of an immediately available solution for the estimation of the cyber risk.
- The inference engine is not using an AI but rather a deterministic algorithm (probability-based risk evaluation).
• HERMENEUT overcomes the limited update frequency of CAPEC (once a year) by proposing custom dynamic solutions for the proactive risk re-assessments and refinement models based on personal CISO knowledge and dark web data.

• The attack strategies described with STIX and defined by CAPEC have been simplified and grouped to be manageable by an average CISO, but also to not surpass the quality of the information collection tool used (i.e. questionnaires).

A confirmation of the expected usefulness of the HERMENEUT system comes from the recent data of a survey from SolidWorks (SolidWorks, 2018): “more than one-third of US organizations (37%) face security risks that exceed their overall security maturity. Within that group, 10% face a deficiency when it comes to protecting themselves from the threats in their environment”. A portion of the funnelling process of the HERMENEUT framework is about the assessment of the organisation’s maturity. Of the several maturity models currently in existence, the one used by HERMENEUT is simplified to rapidly offer an evaluation that organisations can make to benchmark their maturity. Cybersecurity leaders who complete the HERMENEUT online tool receive a report that scores the organisation’s risk and helps to shape future behaviours. However, the research questions of HERMENEUT are not preventing the future collaboration of HERMENEUT with the CTI community. The central hypothesis that the project wants to prove is the correctness of the assumptions made and their context of validity. The estimates reported above match the predictions of the economic and risk models, especially for the intangible assets.

d. 3-level HERMENEUT RA methodology

HERMENEUT RA is a three-phase funnel, where the goal of each level is to increase the confidence of the measure: each level also adds estimation of the connected costs. The three phases that follow the overall RA approach reported in Figure 4, are:

• Level 1: Conservative (Screening) RA. System vulnerability assessments are carried out using results of data collection and findings from the iVA, followed by risk evaluations using ranking techniques and then setting priority on remedial and preventive measures. Subsequent to this step, decisions regarding the prioritisation of resources can be initiated.

• Level 2: Qualitative (secondary) RA. The assets that require further consideration and have positive cost-benefit implications need additional data. These data allow for the reduction of uncertainty and more robust RA. Boston-square methods and specific vulnerability metrics are used alongside data elicitation from experts.

While there is a full awareness at decision-makers’ level of the existence of risks, the current defences lack the decision support information that helps to know where, why and how to invest – and be guided in terms of cost-benefit of the investment.
• **Level 3: Quantitative (Mainly Probabilistic) RA.** This will only be necessary for the most critical and complex assets. The level of detail depends on the uncertainty levels and models' requirements. At this level, assessment will involve a significant increase in the needed amount of asset- and company-specific data collection.

**e. Future development**

HERMENEUT will test its assumptions in the healthcare and IP-intensive industries that are highly sensitive to TAs. This results from a combination of two factors: (i) these industries are often targeted by attackers and (ii) the results of an attack can create critical situations. At the same time, there is a grave imbalance between the effectiveness of recent attacks (e.g. the rising trend of the highly TAs), the evolution of the attacks purely meant to damage intangibles, and the relative inadequacy of current defences. While there is a full awareness at decision-makers’ level of the existence of risks, the current defences lack the decision support information that helps to know where, why and how to invest – and be guided in terms of cost-benefit of the investment. The inclusive approach of HERMENEUT directly addresses this lack.
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These days, in the era of the Internet of Things, almost every device is connected to the World Wide Web. This is the future we are hurtling towards at breakneck speed. It is a vision equally full of promise and of security pitfalls. All the information gathered by our internet-enabled devices can help them anticipate our needs before we can even articulate them, but is it worth halting progress in the name of cybersecurity? And conversely: is it worth sacrificing some measure of safety, taking a risk to enable changes that could make our world a better, more accessible place? At Samsung, we ask ourselves these questions every day. Our response? We are taking up a series of initiatives that help secure data without compromising the development of devices that comprise what’s next – the Intelligence of Things.

How devices communicate

These days, the smartphone functions as a remote control for the world around us. Certainly, the original functions of the cell phone, namely calling and texting, have been pushed aside in favour of the ability to access the Internet anywhere and anytime, including the advancing Internet of Things. This last one enables it to monitor and control various devices – the Things mentioned in the Internet of Things – remotely, wherever the user may be, thanks to specific apps dedicated to this exact purpose.

Also, on the rise are m-commerce and m-banking. The prefix “m-” means that these services, too, have already become smartphone-centric. According to conducted studies (Mobeedick, 2018), 31% of respondents shop online, and 22% of those finalise the payment on their mobile devices. 34% of respondents use mobile banking services. Furthermore, these devices are not only dedicated to personal use, but also to professional and business use. That means that there is a lot of sensitive data flowing through these mobile service hubs, including the data belonging to large companies and institutions.

These trends are not stopping; in fact, they are gaining momentum with every year. It has been estimated that by 2050, the IoT will contain more than 50 billion devices worldwide (McAfee, 2018). Even now, almost every person possesses at least one internet-enabled smart mobile device. By 2022, an average Pole is predicted to have around 3.9 web-enabled devices to their name (CISCO, n.d.).
Each one of those devices collects data about its users. It is what makes them work as well as they do – acquiring and processing data using intelligent systems. It allows the devices to optimise service and provide the users with what they need before they even ask, which is the core of effective human-intelligent machine interactions. A lot of the data used for that purpose is sensitive information, systematically obtained through everyday interactions.

By 2022, an average Pole is predicted to have around 3.9 web-enabled devices to their name (CISCO, n.d.).

“Sneaking things from the fridge” takes on a whole new meaning

Every one of these devices can now become the target of hackers; each of them contains potentially sensitive information about our habits, our needs, and our lives. If this data falls into the wrong hands, the fallout could be catastrophic for the user in question. And it would be unwise to forget that a smartphone or tablet can just as easily fall prey to a breach of security as any other device, be it a fridge, a washing machine, or any number of other devices linked up to the IoT.

Even today, the loss of a smartphone that has not been equipped with the appropriate security measures can have disastrous consequences. Certainly, most thieves are still motivated simply by the monetary worth of the device itself, yet there have already been situations where this was not the case (Ping-pong, 2018). Examples of sensitive data that can be acquired from a smartphone include credit and debit card information, personal information (dates of birth, addresses), potentially sensitive photographs, and various kinds of classified company data that could cause massive losses if revealed. According to Cisco’s 2018 Annual Cybersecurity Report, more than 50% of cybersecurity breaches caused losses higher than USD 500,000, including loss of income, client, business opportunities, and costs of operation (Cisco, 2018, p. 46).

Be smart, be safe

It is no longer enough to simply lock your smartphone in a cupboard and hire a household security company. These devices, as all devices connected to the World Wide Web, are as vulnerable to a virtual break-in as a physical one. At the end of 2017, McAfee identified more than 20 million separate incidents of mobile-targeted malware. The losses associated with these programs just this year have been valued at 600 million dollars (McAfee, 2018).

To successfully counter these attacks, one must predict and remove potential exploits before the device leaves the design stage. One such solution is the Samsung Knox platform, by default built into every Samsung smartphone, tablet, and many different mobile devices in a way that is intrinsic to their design. The Knox platform has been built on various overlapping levels of security, which allows the creation of a secluded environment where all critical information is safely stored. Every user can manage multiple devices. Our belief as experts is that a secure ecosystem is the best way to ensure safety; securing each individual product might not be sufficient. That is why we design holistic solutions that protect entire systems and environments: it is critical to look beyond the device and think about solutions that integrate entire networks. And let’s not forget that to complement security, users’ education is a must – this is a crucial success factor for security systems.

And let’s not forget that to complement security, users’ education is a must – this is a crucial success factor for security systems.

Increasing productivity

Thankfully, as technology progresses, so do the systems used to keep it safe. The world is currently standing on the threshold of great changes. The security systems of the new age will be able to compute unstructured data and natural speech thanks to AI and machine learning. They will be constantly self-teaching, keeping several steps ahead of hackers and malware.
Will we be completely safe then? Well, that is uncertain. Every chain, after all, is as strong as its weakest link – which in this case is often the user.

The key to safety

Here at Samsung, we believe that the most important component for total information security is a bond of mutual trust, which once forged leads to openness and free exchange of information. Only by understanding our clients’ habits and behaviours and the changing trends on the market will we be able to create effective data security systems. But to understand these habits and behaviours, we have to collect and analyse metadata about our users.

We need our partners to trust us. And we want to earn that trust.

That is why we have isolated three elements that we believe are key to establishing our company as trustworthy: a team of experienced, knowledgeable experts, tried and true solutions, and total transparency in what we do with our partners’ information. These points are the founding principles of the Samsung Security Management System (SSMS). As a result of these actions and open cooperation with our partners, last year alone we managed to isolate more than 4,800 potential security exploits in our open-source software.

This approach allows us to invest in the IoT without fear or compromise. We can offer our clients services that only yesterday seemed far-fetched even for science fiction. And we are certain that along with our cutting-edge solutions, we can offer the appropriate level of security – like a responsible and trustworthy partner should.
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